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Abstract

In this thesis, the visual learning of automatic concept detectors from web video as available
from services like YouTube is addressed. While allowing a much more efficient, flexible,
and scalable concept learning compared to expert labels, web-based detectors are known
to perform poorly when applied to different domains (such as specific TV channels). This
domain change problem will be tackled by using a novel domain adaptation approach, which
initially trains a source domain classifier on web video content and successively performs a
highly efficient online adaptation on the target domain.

In quantitative experiments on data from YouTube and from the TRECVID campaign,
first, the influence of domain change is quantified and validated to be the key problem for
web-based concept learning, with a much more significant impact than other phenomena
like label noise. Second, the proposed domain adaptation approach is shown to improve
accuracy of web-based detectors significantly as also being comparable to the level of SVMs
trained on the target domain. Finally, the approach is extended with active learning such
that adaptation can be interleaved with manual annotation for an efficient exploration of
novel target domains.
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Zusammenfassung

Das Thema dieser Arbeit ist das visuelle Lernen von automatischen Konzept-Detektoren
unter Verwendung von online Videomaterial, welches von Plattformen wie YouTube zur
Verfügung gestellt wird. Diese Art des Lernens erlaubt ein viel effizienteres, flexiblereres
und skalierbareres Konzeptlernen als jenes mit konventionellen, von Experten manuell an-
notierten Datensätzen. Als nachteilig erweist sich jedoch die Tatsache, dass web-basierende
Detektoren an Präzision verlieren, wenn sie auf einer anderen Domäne angewendet werden
als online Video (wie z.B. traditionelles Fernsehn). Diesem Domain Change Problem wird
mit Hilfe einer neuartigen Adaptatiosnmethode entgegengewirkt, welche initial einen quel-
lendomänenspezifischen Klassifikator auf online Videomaterial trainiert und anschließend
sukzessiv eine effiziente Adaption auf der Zieldomäne durchführt.

In quantitativen Experimenten auf YouTube und TRECVID Daten wird zunächst gezeigt,
dass der Wechsel der Domäne eine signifikante Auswirkung auf die Qualität von Videok-
lassifikatoren hat und dadurch ein Schlüsselproblem für das web-basierende Konzeptler-
nen darstellt, ein Umstand welcher weit signifikanter ist als schwach annotierte Trainings-
daten. Zusätzlich wird gezeigt, dass der vorgestellte Adaptionsansatz die Präzision von
web-basierenden Detektoren weitreichend verbessern kann und diese sogar vergleichbar zu
SVMs macht. Abschließend wird die vorgestellte Methode mit Ansätzen des Active Learning
erweitert, so dass ein abwechselndes Adaptieren und manuelles Annotieren ermöglicht wird.
Dieses führt zu einer viel effizienteren Exploration neuer Zieldomänen.
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Chapter 1

Introduction

Currently, the media landscape experiences a major shift towards more distributed structures
called social media or citizen journalism. Examples illustrating this are the Hudson River
airplane crash or the public protest in Iran after the presidential election in 2009. One
key element of triggering this is the upload and distribution of images and videos over the
Internet minutes after such incidents happened.

Focusing on video, this trend is only one example of the increasing presence of digital
video in our everyday life. Nowadays, we are used to generate large amounts of video
material and to publish it online via video portals like “YouTube”, “Vimeo”, or “Blinkx”1.
For example, YouTube, as the market leader, is storing about 20 hours of new video content
per minute in its database [48] and is delivering over one billion videos to its users every
day [116]. Additionally to online video portals, live-streaming services like “Ustream”,
“Justin.tv” and “Livestream”2 create another quickly growing area for digital video. Such
companies offer video live streams which – combined with social networks – lead to a new
form of interactive TV experience that’s already streamed in massive amounts over the
web [42, 62]. Beside web video portals and live streaming services a third form of digital
video is moving towards the Internet: traditional TV. Broadcasting networks like NBC and
News Corp., for example, are embracing on demand video streaming with their premium
content platform “Hulu”3, which is nowadays already the second most visited video website
in the US [96]. Other networks like HBO are either shortly before launching their online TV
platform (“HBOGo”4) or extend their service with online distribution channels like in the
“TV Everywhere” initiative from TimeWarner and Comcast [95]. Putting it together, there
is not only an immense amount of digital video already stored but also a rapidly growing
trend to make even larger quantities of video content available online. This is particularly
reflected in a recent report by CISCO [41], where digital video is estimated to occupy around
91% of all Internet traffic by 2013.

However, making video content available online does not imply to make it searchable to
the end user. While community efforts like collaborative tagging (also called folksonomy)
are aiming to provide searchable annotations (or tags) [33], they are prone to spam [52],
include misspellings, numbers [20] or are subjective or non-relevant [97]. Therefore, the lack
of accurate and detailed metadata is still a major problem in video search, making it a
cumbersome and frustrating task for end users.

1www.youtube.com, www.vimeo.com, www.blinkx.com
2www.ustream.com, www.justin.tv, www.livestream.com
3www.hulu.com
4www.hbogo.com
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1.1 Concept-based Video Retrieval

In the literature two groups of access mechanisms to video databases can be found: “query-
by-example” [3, 10, 25], where an image is given as an example and similar images are
retrieved from the database, and “textual-search”, where the user types a textual query
and the retrieval system connects the given keywords with videos stored in the database.
While the first query approach might favor a browsing alike exploration of the database, the
latter one is considered to be a more natural querying mechanism to the end user [110] and
therefore is used more in the context of folksonomy driven environments as well as regular
search engines. One way to build a textual index is to take experts and let them label the
database manually according to well defined semantic concepts describing objects (“airplance
flying”), scene types (“cityscape”) and activities (“person playing soccer”) appearing in the
videos. This, however, is infeasible due to the huge size of current video databases. This
situation remindes the one of early web search, where Yahoo with its expert generated web
index was challenged by Google and its automatic machine generated web index allowing
Google’s web search to easily scale-up to cover the entire visible web. Following, the question
is if an indexing of video databases can also be done automatically, i.e. can a machine build
such an index?

This challenging task is referred to as concept detection [85] and is subject to intensive
research by a large research community [64]. Following, concept detection systems aim to
infer the probability for predefined target concepts to appear in a given video clip. This
is accomplished by treating concept presence as a binary classification problem under the
usage of extracted low-level features like color, texture or motion from the video stream and
statistical learning methods. The difficulty behind this can be summarized by the semantic
gap [84], the mismatch between low-level features of a video stream on the one side and
a user’s high-level interpretation of the video on the other. Although the performance
of state-of-the-art concept detection systems [89, 105, 111] is yet not as good as manual
annotation [64, 82], the idea of automatically mining large video databases for semantic
concepts is considered to be a key building block of video search prototypes [1, 83, 86, 85].

1.2 Visual Learning from Web Video

One particular problem of concept detection is its demand for labeled training sets, which
serve as a foundation for supervised machine learning, the underlying technology of current
concept detection systems. So far, training samples have been acquired manually, i.e. a
human operator labels videos or video shots with respect to concept presence. Thereby,
concepts are well defined according to a concept vocabulary [59]. This time-consuming and
cost-intensive effort [5, 87, 113] indeed leads to high quality training material, but suffers
from a scalability problem raising the question if alternative sources for concept detector
training data exist.

Recently, the usage of socially tagged web images & video as alternative sources of
training data for semantic concept detection has become more prominent [78, 98, 99, 101].
Utilizing such data offers the following advantages over a training from a small set of expert
labels: first, it allows to learn large concept vocabularies which are required to cover users’
information need and thus lead to more efficient search [38]. Second, it enables concept
detection systems to be more flexible in learning new emerging concepts like “Vancouver
Olympics 2010”, “Haiti Earthquake” or “iPad” 5. Third, it prevents overfitting as learning
from only a small set of sample videos tends to deliver detectors that generalize poorly [112].

5top ranked searches 2010 by “Google Insights for Search” for web search, news search and product search
respectively - as retrieved March. 2010
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Web video is publicly available at large scale from online portals like YouTube, Vimeo
or Blinkx and is associated with a noisy but rich corpus of tags, comments and ratings that
are provided by large communities. Utilizing this information might replace expert labeled
datasets by automatically harvesting training material from the web. For example, to learn
a concept like “person playing soccer” a search query has to be formulated and sent to one of
the previously mentioned web video portals. The resulting list of relevant videos can now be
downloaded and used as training material. For this purpose tags are used as positive labels
for concept learning. Web video has already been proven to train more general detectors
performing better on unseen datasets as compared to detectors trained on specific expert
labeled data [101] and demonstrated its potential as a comprehensive training source for
visual concept learning [98].

Web Video Characteristics Web video, when used as training source for concept de-
tection has its own characteristics. First, user tagged web video has – when compared to
expert labeled material – a differently motivated labeling. Experts annotate videos accord-
ing to well defined concept definitions and independent of their personal interest, whereas
web users strongly follow the focus of interest [98] i.e. they prefer to tag objects in the main
focus of the video and not taking care of concepts which might appear in the background.
This slightly different annotation behavior is not directly leading to training material which
is semantically wrong but might mislead concept learning in not providing the full range
of visual clues for a given concept. Another circumstance to have in mind when using tag
based services as source for concept detection training is the mapping of search queries to
defined semantic concepts during training data download. Taking YouTube as an example,
retrieval of training material is a two step process where first the search engine is queried by
a set of keywords delivering a list of relevant video and second the download of those videos.
The first steps is crucial for the success of concept detector training as a straightforward
schema for such a mapping is not available and therefore usually must be done manually.

Challenges in Dealing with Web Video The usage of web video faces two challenges:
first, web video is weakly labeled i.e. its annotations are often noisy, subjective, unreliable and
coarse containing a great amount of non-relevant content. For example, at YouTube where
tags can only be given at video level the fraction of non-relevant content lies between 50−80%
leading to a significant performance loss of web-based concept detectors when compared to
ones trained on labels given by experts [97]. To deal with this label noise problem, several
approaches have been proposed, either filtering non-relevant material [11, 97, 100, 107] or
focusing on tag coarseness [32]. Second, when concept detectors are trained on web video
and afterwards applied to a different source of video data (or domain) we face the so-called
domain change problem: a significant discrepancy of the visual appearance between given
domains. This challenge is the focus of this thesis and will be described in the next section
in more detail.

1.3 The Domain Change Problem

One key problem with concept detectors is that they work well on the data they are trained
on but generalize poorly to other data sources (or domains) [112]. In this context, the
definition of a domain is the following [114]:
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YouTube TRECVID YouTube TRECVID

Figure 1.1: Frames from YouTube and TRECVID videos tagged with “Telephone” (left) and
“Hand” (right). The domain change leads to a different visual appearance of both concepts.

Domain: A domain refers to data of a certain type, from a certain source, or
generated over a certain period in time.

Following, a domain can be a particular TV channel, a content provider, a video genre like
documentary content or a period of time like the film noir movies created in the early 1940s
to late 1950s. Particularly, web video also defines its own domain considering the definition
above. In practice, concept detectors are often trained on one domain and applied to another
one. This has been reported to degrade detector performance [101, 113], a phenomenon that
is comonly refered to as domain change problem and is illustrated in Fig. (1.1): imagine
training a detector for the concepts “Telephone” or “Hand” on web video (here, YouTube
data), which shows mostly close-ups, and applying it on TV broadcast data (here, the
TRECVID dataset [64]), which shows mostly office telephones or hands in interview scenes.
Obviously, the web-based detectors will perform poorly on this particular dataset. This
raises the question whether detectors trained on one domain (the “source domain”) can be
adapted to another one (the “target domain”). So far, this challenge has been addressed
using techniques like cross-domain learning or domain adaptation in the context of switching
between different TV domains [28, 44, 113, 114].

1.4 Goal and Outline

This thesis addresses the training of concept detectors on web video and their application
to different domains of video data. Particularly, the challenges resulting from the domain
change problem are addressed. The goal of this work is to analyze the impact of the domain
change between web video and specific target domains and to adapt web-based detectors by
a novel domain adaptation technique as illustrated in Fig. (1.2): a first training on large-
scale web material leads to an initial detector, which is then used as a starting point for a
few cycles of adaptation utilizing labeled samples from the target domain. In the context of
web-based concept learning, where we want to learn many concepts from large-scale training
data, several new questions need to be answered:

1. Can social-tagged web video improve detectors compared to training only on domain-
specific data?

2. How much does the associated label noise of web video affect domain adaptation?

3. Can we do an efficient, light-weight adaptation of web-based detectors to other domains
(enabling adaptation in an “interactive search” fashion [78])?

4. How many samples from the target domain are needed for a successful adaptation?

This is why web video requires a seperate investigation regarding the well-stated problem
of domain adaptation.
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Figure 1.2: To learn a concept, the proposed system downloads videos from web video
portals and trains an initial detector. This detector is adapted efficiently using few labeled
samples from the target domain, obtaining a final domain-specific detector.

In detail, the contribution of this thesis are the following:

• domain change impact: first, the impact of domain changes on concept detectors
is analyzed. This includes different supervised learning methods and combinations of
training data. It will be demonstrated that domain changes degrade concept detection
performance significantly.

• adaptation: a novel and efficient adaptation approach is proposed and demonstrated
to lead to significant improvements – adapted detectors can outperform purely web-
based ones and also the ones trained on the target domain.

• adaptation with few samples: as the acquisition of labeled training samples is
cost-intensive, a minimal amount of samples should be required for adaption. For this
purpose, active learning methods [5] are evaluated. These offer the advantage that
user feedback can be incorporated into the domain adaptation framework.

The thesis is organized as follows: the second chapter covers work related to concept de-
tection, domain adaptation and active learning. Chapter 3 outlines the proposed approach of
an online learning domain adaptation technique whereas section four presents experimental
results on real world video data. Finally, Chapter 5 provides a conclusion and discussion.
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Chapter 2

Related Work

In this chapter, first supervised concept detection will be introduced. It will be continued
with general domain adaptation techniques where classifiers are trained on particular source
domains and are applied to different target domains. This will include approaches proposed
in machine learning, information retrieval, data mining and cross-domain learning, the term
that is used in the concept detection community. Finally, an overview of active learning will
be given, a common approach to label and explore unknown datasets.

2.1 Concept Detection

Concept detection is the task of inferring semantic concepts in video streams. This is
achieved by computing posterior probabilities which indicates the likelihood of presence of
concepts from a vocabulary. A comprehensive overview of the field can be found in [85].

A major research effort in the context of concept detection is the TRECVID [81] bench-
mark, which addresses concept detection in its High-Level Feature Extraction task [82].
This benchmark aims to evaluate the performance of different concept detection systems
on common, standardized datasets and allows the community to exchange experience and
drive this area of research forward. The architecture of most concept detection systems as
benchmarked in TRECVID can be described by five major blocks: pre-processing, features
extraction, statistical classification, fusion, and concept relation modeling:

2.1.1 Pre-processing

A video consists of a sequence of shots being separated by cuts or gradual transitions. Since
the basic unit of information in concept detection is a shot, the first step is to temporarily
segment a video into its shots [54, 67]. From these keyframes are extracted, which serve
as input for visual concept learning in the next processing steps. Here, either the middle
frame of a shot may serve as a keyframe or a set of keyframes may be taken to represent
the content of the associated shot [12, 37].

2.1.2 Feature Extraction

The purpose of feature extraction is to transform keyframes into n dimensional feature vec-
tors x ∈ Rn which can be used during the subsequent classification step. Many different
descriptors have been proposed, ranging from global color, texture and motion descrip-
tors [27] to patch-based ones like the very often used bag-of-visual word descriptor [80] with
SIFT [55] or SURF [6] features. Especially patch-based descriptors proofed to be robust and
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give high accuracy in several computer vision tasks [30, 45, 103]. For further information on
feature extraction please refer to evaluations in [27, 103].

2.1.3 Statistical Classification

Given feature vectors x ∈ Rn the next processing step is the inference of concepts using
statistical classification. A popular choice to achieve this are Support Vector Machines
(SVMs) [76, 104], which are used in most systems nowadays [85]. SVMs, configured as
binary classifiers, deliver scores which – transformed into posterior probabilities P (t) [68]
– indicate the absence or presence of a concept t. Alternative approaches include linear
discriminative classifier [66], kernel dicriminant analysis [89] or neural network based muti-
task learning [34]. Such supervised machine learning requires a labeled training set prior to
classification. This training data can be acquired by an expert [5] or by alternative sources
like web video [78, 98, 101].

2.1.4 Fusion

Many systems utilize multiple types of features and supervised learners [2, 36]. A fusion or
combination of such components can be performed on two different levels: feature fusion [2,
36] i.e. the concatenation of feature vectors previous to detector learning, or classifier fusion
where detector results are combined after classification [45, 88, 105]. While the former offers
the advantage of utilizing feature dependencies the latter one does not have to deal with an
increased high dimensional feature vector as in machine learning it is prefered to work in a
low dimensional feature space due to the curse of dimensionality problem.

2.1.5 Concept Relation Modeling

One additional step is semantic relation modeling between concepts [60, 70, 89]. Here, the
fact is exploited that the presence of a concept serves as an additional indicator for a related
concept, e.g the presence of a “sky” indicates an increased probability of an “airplane” being
present. Such co-occurrences or correlation between concepts can be modeled with different
approaches. For more details please refer to [85].

The optimization of the final concept detector performance through the processing
pipeline is now a question of selecting the best of all available paths through the system
setup, which is usually achieved through the help of proper validation data.

2.2 Domain Adaptation

This section discusses domain adaptation from different points of view. A common setup is
defined as follows: a supervised learner is trained initially on labeled samples x1, . . . , xn ∧
y1, . . . , yn ∈ {+1,−1} from a source domain Ds and is employed on a specific target domain
Dt. In such a setup it is likely that the data distribution of the source and target domain
are different and therefore the performance of the supervised learner will not be optimal.
To reduce the effect of such a domain change, different techniques have been proposed (for
a detailed survey refer to [43, 115]):

2.2.1 Domain Adaptation Approaches

Following a summary of domain adaptation approaches is given, which are not directly
related to concept detection but cover other applications in machine learning.
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Sample Bias Correction & Covariance Shift A first approach towards domain adap-
tation is Sample Bias Correction or Covariate Shift. This are two approaches, where the
focus lies on dealing with different distributions of training and test data. Here, the basic as-
sumption is that the expected loss on the test distribution equals a re-weighted expected loss
on the training distribution. Transferring this idea to domain adaptation, Blitzer proposed
an approach [8], where pivot features that appear frequently in both domains are selected by
heuristic methods and are reweighed appropriately before training. A more theoretical in-
vestigation of this method can be found in [7]. Related approaches which additionally utilize
the structure of unlabeled samples are proposed as covariate shift [91] or sample selection
bias [40].

Feature Replication Another data manipulation technique is Feature Replication [24],
where features are augmented for kernel function construction. The idea of feature replica-
tion is to combine source and target domain datasets to find common feature characteristics
so that the source domain can provide new (replicated) data for the target domain. A
disadvantage of this method is the increased dimensionality of the feature vector and the
resulting increase of model complexity.

Transfer Learning Another area in machine learning similar to the domain adaptation
setup is Transfer Learning. In transfer learning, knowledge from one related task (in case
of multiple related tasks it is called Multi-Task Learning) is used to improve performance of
a target task. One group of methods uses weighted auxiliary or prior data in combination
with SVMs [108, 109], whereas another group of methods focus on unsupervised transfer
learning [65, 71]. A more general review of the topic can be found in [23, 57, 58].

Incremental Learning An alternative to transfer learning is Incremental Learning or
Online Learning. Here, classifiers are successively updated according to a continuous sample
input and therefore can adapt naturally to a new domain given a sufficient number of samples
from the target domain. In particular, the proposed approach in this thesis can be seen as an
example of online learning adaptation. A detailed survey about this type of online learning
is provided by [22]. Other examples of SVM-based methods in this area can be found
in [13, 49].

Drifting Concept Detection Another field close to domain adaptation is Drifting Con-
cept Detection known from the data mining community. Here, however, a drifting concept
is a statistical property of a predicted target variable which changes over time due to the
change of an incoming data stream and not a concept in the sense of concept detection from
Sec. (2.1). Two major approaches exist in this area: first, the reweighing of training samples
depending on a fixed or adaptive window moving over the stream [26, 50]. Second, fusion
of weighted ensemble classifier from different parts of the data stream [51, 106].

2.2.2 Domain Adaptation for Concept Detection

Finally, we consider domain adaptation in concept detection, where it is commonly referred
to as Cross-domain Learning. One of the first studies in this area was motivated by
a dataset change of the TRECVID campaign. The dataset changed from the previously
used news video (2005 + 2006) to the newly introduced documentary video (2007), which
was leading to the situation where robust detectors for the news domain were available but
could not be used naively on the new documentary domain. On the other side, the initially
small amount of positive samples on the documentary dataset might not have been sufficient
for new domain specific detector training.
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Data Aggregation One straightforward approach to domain adaptation is Data Aggrega-
tion, where labeled samples from both domains are merged together before classifier training
Dl = Dsl ∪ Dtl . Data aggregation – often used as a baseline [44, 114] is usually biased to-
wards the larger dataset. However, this method can be helpful in a cold start (or kickstart)
scenario [78] where an aggregated training dataset is iteratively enriched by samples from
the target domain for further classifier training.

Adaptive-SVM A first domain adaptation approach, where an existing source domain
classifier is directly modified, is the Adaptive-SVM (A-SVM) [114]. An A-SVM learns a
specific delta function to compensate the domain change. In particular, the adapted classifier
fa(x) is a combination of the source classifier fs(x) and the delta function ∆f(x) = wTφ(x)
leading to

fa(x) = fs(x) + ∆f(x) = fs(x) + wTφ(x)

where w is the parameter to be derived from the labeled target domain samples Dtl and
φ(x) is the well-known kernel mapping function. The goal of an A-SVM is to learn a new
decision boundary which is close to the original decision boundary but also separates well
labeled samples on the target domain. This is reached by solving:

arg min
w

1
2
||w||2 + C

N∑
i=1

ξi

s.t. ξi ≥ 0, yi(fs(x)i + wTφ(xi)) ≥ 1− ξi, ∀(xi, yi) ∈ Dt

where the first term minimizes the difference between decision boundaries of the source
and target domain and the second term reduces the total classification error in the target
domain. This approach can also be extended to multiple source domains and may be em-
bedded into a more general classifier adaptation framework [113]. A limitation of A-SVM,
however, is its regularization constraint forcing the new decision boundary to be close to the
old decision boundary learned from the source domain.

Cross-Domain SVM Another SVM-based approach has been introduced in [17, 44].
Here, a Cross-Domain SVM (CDSVM) aims not to learn a delta function but to directly
utilize the knowledge about the source domain compressed in the support vectors Vs =
{(vs1, ys1), . . . , (vsM , y

s
M )} representing the source classifier fs(x). The underlying idea is

that if a support vector vsi falls into the neighborhood of a target data sample it is likely to
be drawn from a distribution similar to Dt and therefore help to classify Dt. This leads to
the following optimization problem:

arg min
w

1
2
||w||2 + C

N∑
i=1

ξi +
M∑
j=1

σ(vsj ,Dt)ξj

s.t. ξi ≥ 0, yi(wTφ(xi)) ≥ 1− ξi, ∀(xi, yi) ∈ Dt

ξj ≥ 0, ysj (w
Tφ(vsj)) ≥ 1− ξj , ∀(vsj , ysj ) ∈ Vs

where the first term inversely is related to the margin of training examples i.e. seeks for
a maximum margin between two classes, the second term measures the total classification
error on the target domain and the last term computes the similarity σ(vsi ,Dt) of support
vectors vsj to target domain data Dt.
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Transductive SVMs An additional approach applied in the context of concept detection
are Transductive SVMs (TSVM) [18, 44, 113], a semi-supervised learning method. Since a
large dataset on the target domain is available but only few samples are labeled it seems
reasonable to employ semi-supervised learning on the following setup: Dt = Dtl ∪ Dtu ∧
|Dtl | � |Dtu|. Such an optimization problem can be formulated as solving [44]:

arg min
w

1
2
||w||2 + C

Nt
l∑

i=1

ξi + C

Nt
u∑

j=1

ξj

s.t. ξi ≥ 0, yi(wTφ(xi)) ≥ 1− ξi, ∀(xi, yi) ∈ Dtl
ξj ≥ 0, yj(w

Tφ(xsj)) ≥ 1− ξj , ∀(xj , yj) ∈ Dtu
where a maximum margin constraint in the first term is balanced against the total

classification error of training samples from Dtl and samples (xj , yj) from Dtu as being based
on the label estimation yj .

Note, however, that one key assumption of semi-supervised learning – namely that the
underlying data distribution of both domains is similar – cannot be expected to hold in
concept detection. Other drawbacks are computational cost and non-convex optimization.

Domain Transfer SVM The same idea of utilizing unlabeled target domain samples
inspired Domain Transfer SVM (DTSVM) [29]. This approach is based on simultaneously
learning a kernel function and minimizing the mismatch of data distributions of source and
target domain by employing the structure of the unlabeled target data Dtu by Maximum
Mean Discrepancy [9]. In contrast to TSVMs, this approach does not assume similar data
distributions between source and target domains. However, to solve the underlying optimiza-
tion problem of DTSVM, the learning algorithm uses Semi-Definite Programming (SDP), a
computational expensive method which is not suitable for large datasets as they occur in
web-based concept detection.

Domain Adaptation Machines A similar approach from the authors of DTSVM are
Domain Adaptation Machines (DAMs) [28]. DAMs are multiple source learners based on
Least-Squares SVM (LS-SVM) [92] and enhanced by a data-dependent smoothness regular-
izer leading to an adapted classifier. An advantage of DAMs are their sparse characteristic
and the resulting computational efficiency. Additionally, DAMs do not depend on the as-
sumption that source and target domain samples come from the same data distribution.
However, DAMs depend on independent source classifiers to find similarities in the distribu-
tion of the unlabeled target domain. This requires the availability of such source classifiers,
which leads to a great effort in providing multiple source classifiers from different domains.

Domain Adaptive Semantic Diffusion A different direction of domain adaptation in
concept detection is the utilization of relations between concepts. Chang et al. proposed a
contextual model based on source classifiers providing confidence scores which serve as input
features to train a target classifier [17]. An extended version of this idea was practically
used in [60], where a graph based approach called Domain Adaptive Semantic Diffusion
(DASD) [47] was used in combination with an ontology based word similarity named Flickr
Context Similarity (FCS) [46]. However, the aforementioned methods are particularly used
for semantic context adaptation targeting the domain-shift-of-context problem [60] and not
for direct classifier adaptation as in case of the SVM based approaches previously described.
In our case, we aim to perform domain adaptation in terms of data distribution shifts
and the resulting different visual appearance of the same semantic concept as illustrated in
Fig. (1.1).
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So fare the proposed domain adaptation techniques were based on SVMs and compared
either domain change influences between news channels or between news vs. documentary
material. In this thesis, the impact of web video as alternative source for concept detector
training is investigated, a more challenging task due to its intrinsic label noise and subjec-
tivity. Furthermore, the proposed domain adaptation approach – as being based on online
learning – presents a highly efficient alternative to SVM-based methods. As a result an
additional key benefit of the proposed method is its ability to incorporated user feedback
into the adaptation process. Such a user feedback in combination with active learning might
help to further reduce the need for labeled target domain samples.

2.3 Active Learning

In supervised learning, classifier training is performed on a labeled dataset. Prior to training
such a labeled dataset must manually acquired by annotating unlabeled samples. This is
an expensive and cost-intensive effort. The main goal of active learning is to select only the
“most informative” samples for manual annotation and therefore to minimize the effort of
labeling new datasets [77]. In particular, active learning works in iterative cycles, where each
cycle consist of three steps: first, a model training. Second, a “query sample” selection based
on this model, and third, the manual annotation of the selected sample. This user feedback is
then included in the next cycle of active learning leading to a successively improved classifier.

2.3.1 Pool-based Methods

The first appearance of active learning alike algorithms can be tracked back to the Query-
by-Committee (QBC) algorithm [79], where the query sample is selected according to the
principle of maximal disagreement among different learners. Theoretical analysis of QBC [31]
proofed a possible exponential error decrease in a learning setup where the learner observes a
stream of samples and can decide for the current sample whether or not to ask for its label.
A first comprehensive statistical foundation for active learning was provided by Cohn et
al. [21]. Their work is focused on a statistically optimal selection of training data, motivated
by minimizing the expected future classification error.

One particular family of active learning algorithms which is specifically suitable for re-
trieval is pool-based active learning. In pool-based active learning the learner has access to
a pool of unlabeled data and can request the user to label a certain amount of instances in
the pool to improve retrieval results. A straightforward method of selecting samples is most
relevant sampling [74] as it is motivated by the idea of relevance feedback. In the context
of text retrieval, Lewis and Gale [53] introduced uncertainty sampling, which is also known
as the close-to-boundary criterion [75, 94].

Another approach coming from the text-retrieval domain is based on the estimated error
reduction strategy by Roy and McCallum [73] rather than utilizing heuristic approaches like
aforementioned. The error reduction strategy is comparable to Chon [21] but differs in the
realization. While Cohn provided the theoretical foundation with focus on examples that
can be represented in closed form and rather construct “best” samples instead of choosing
from a pool, Roy and McCallum were able to solve the practical problem of efficiency by
sampling estimation.

2.3.2 Applications in Image & Video Retrieval

In the context of image retrieval, Tong and Chang [15, 93] proposed a version space reduction
approach for sample selection. Clustering-based approaches were presented in [61, 69], where
the structure of the underlying data distribution is utilized. This provides good means for
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the cold start of active learning and improves performance by not labeling redundant samples
belonging to the same cluster.

Active learning also finds application in video retrieval [90]. A large-scale evaluation of
standard active learning sample selection methods can be found in [4], where close to ground
truth detector performance could be achieved by labeling only 15% of the original TRECVID
2006 dataset. Particularly interesting is the performance improvement when taking tempo-
ral information into account for sample selection, i.e actively selecting neighborhood shots
of already positive annotated shots. Ayache and Quenot also embedded active learning
methods within the TRECVID collaborative annotation effort [5]. A more general view of
active learning for multimedia can be found in [19, 39], where active learning is the method
behind the feedback mechanism of the proposed retrieval system. Another scenario where
active learning proofed to be helpful is relevance filtering of noisy web video material [11].
Here, the combination of automatic filtering techniques with successively refined labels by
active learning improved concept detector performance up to expert level by refining only
25% of the positive labeled samples.

Summarizing, active learning can be employed in three practical video retrieval situa-
tions. First, in situations where only few annotations are given, active learning can help to
efficiently identify and annotate the most “informative samples” to increase training data
size. Second, in relevance filtering setups, where a labeled but noisy dataset is available
but must be refined, and third, in combination with domain adaptation in using a robust
classifier trained on a source domain to acquire training samples from a target domain.
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Chapter 3

Approach

In this chapter, a novel domain adaptation approach for concept detection will be outlined.
This approach is based on previous work on passive aggressive online learning [35, 66], where
a similar method was introduced as a fast and accurate alternative to SVMs for concept
learning. The extension of those methods to domain adaptation as proposed in this thesis
is particularly designed to be highly efficient in terms of computational cost. This allows to
process large amount of web video data and to incorporate domain adaptation as a part of
an interactive relevance feedback loop. Such feedback on the target domain can be seen as
a strong requirement in a real world domain adaptation scenario.

First, some basic notation will be introduced, followed by an overview of the proposed
domain adaptation framework. After this, the underlying statistical learning procedure will
be outlined and a novel adaptation method will be introduced: it will be shown how this
method can be used in batch processing mode (where a set of labeled target domain samples
is available) and how adaptation can be performed simultaneously with sample acquisition
using active learning.

3.1 Problem Overview

For the sake of simplicity the methods throughout this chapter will be discuss in terms of
a single concept. Video content is represented as a set of keyframes x ∈ X, associated with
feature vectors x ∈ Rd. Additionally, let (xi, yi) be a sample consisting of a feature vector
and a binary class label yi ∈ {+1,−1} indicating the presence of a concept. Let Ds denote
the dataset acquired from the source domain. In our case this dataset is fully labeled i.e.
Ds = Dsl . Note that web video is defined as source domain, which is weakly labeled i.e. labels
are only weak indicators of concept presence because of their noise and subjectivity [97].
Further, Dt is denoted as the target domain dataset consisting of two subsets: a labeled
dataset Dtl and an unlabeled one Dtu. Here it is assumed that |Dsl | � |Dtl |, the amount of
labeled source domain samples is much higher than the amount of target domain samples.
This corresponds to the practical situation, as web video is available at large scale through
online portals like YouTube.

In a domain adaptation scenario, distributions of Ds and Dt are assumed to be differ-
ent and therefore the classifier fs(x) trained on the source domain will not perform well
classifying Dtu. However, to learn a new classifier f t(x) alone from the labeled samples of
the target domain may not give robust performance due to the small amount of training
samples. Concluding, the core question of domain adaptation is how to utilize the knowl-
edge given by the source domain (compressed in fs(x)) in combination with Dtl to improve
classification of Dtu.
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Figure 3.1: To learn a concept, the proposed system downloads videos from web video portals
and trains an initial source domain classifier. This classifier is adapted efficiently either in
a batch adaptation mode, or an active adaptation mode obtaining a final domain-specific
detector.

3.2 Proposed Framework

The core interest of this work is to adapt web trained classifiers to specific target domains
other than web video. To achieve this, the following framework is proposed as illustrated in
Fig. (3.1). To learn a particular concept like “telephone”, training material is downloaded
from an online video platform (i.e. the source domain Ds). This material is used for initial
concept detector training, resulting in a source classifier fs(x). The source classifier fs(x) is
then adapted efficiently in an online fashion to a classifier fa(x) by utilizing a few samples
from the target domain Dt. This can be performed in two different modes:

1. batch adaptation, where adaptation is done on a set of a priori available labeled samples
from the target domain.

2. active adaptation, where adaptation is alternated with sample acquisition by active
learning. Such an alternated user feedback is only possible if the underlying domain
adaptation approach is highly efficient. This mode aims at practical scenarios where
no target domain labels are available a priori.

Note that such an adaptation is different than training an entirely new target classifier
that is based purely on the labeled samples from the target domain. Here, a classifier is
trained on a large training set from the source domain and adapted to a rather small set of
target domain samples.
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3.3 Passive Aggressive Online Learning

Because one core requirement for the illustrated domain adaptation framework is efficiency in
terms of learning and classification, the passive aggressive online learning approach (PAMIR)
of Grangier [35] is adapted as its underlying statistical learning method. Additionally, its
online learning nature makes its particularly applicable for domain adaptation. PAMIR has
also been demonstrated to serve as a competitive alternative to SVMs in concept detec-
tion [66].

3.3.1 Linear Discriminative Model

The goal of PAMIR is to find a linear projection from the feature space to a concept score.
Such a projection is represented by a weight vector w. Given an unlabeled sample xi,
classification scores for a concept are calculated by a dot product:

f(xi) =< w,xi > (3.1)

This simple dot product schema allows a very efficient classification of unseen samples.
One additional characteristic of this method is its compact representation of the model by
the weight vector w, and an efficient concept learning as illustrated next. Concept learning
means here to find a suitable weight vector w for a concept. This is accomplished by
minimizing the following optimization problem:

arg min
w

|| w ||2 + C
∑

∀(xp,xn)∈D

l(w; xp,xn) (3.2)

where xp ∈ D is a positive sample (yp = +1) drawn from the training data D and
xn ∈ D is a negative sample (yn = −1), C being a cost parameter, and l(·) being the hinge
loss function:

l(w; xp,xn) =
{

0 w(xp − xn) > 1
1−w(xp − xn) otherwise

(3.3)

Intuitively, optimization of Eq. (3.2) results in high classification scores of videos where
learned concept appears and low classification scores for videos where the concept is not
present. Following, the minimization criterion directly optimizes Average Precision (AvgP),
a standard performance metric in video concept detection.

3.3.2 Learning Algorithm

The optimization problem of finding a suitable weight vector w can now be solved with the
help of an iterative procedure [66]:

wi = arg min
w

1
2
|| w−wi−1 ||2 + c l(w; xp,xn) (3.4)

where i is the number of optimization steps, c is the hyper-parameter of the system
controlling the aggressiveness of optimization, xp,xn a positive and negative labeled random
pair of samples and l(·) being the previously introduced loss function (Eq. 3.3). In particular,
Eq. (3.4) consist of two terms: the first term 1

2 || w−wi−1 ||2 forces the new weight vector to
be nearby to the previous one. It can be understood as a regularizer performing a smoothing
between successive optimization steps. Whereas the second term c l(w, (xp; xn)) represents
the ability to discriminate correctly between positive and negative samples.



34 CHAPTER 3. APPROACH

Table 3.1: Outline of the learning algorithm. After an initial model setup, n iterations of
model updates are performed according to randomly drawn sample pairs.

1. initialize weight vector with wi=0 = 0

2. for i = 1, . . . , n do:

• select randomly (xp,xn) ∈ D
• obtain new weight vector wi by Eq. (3.4):

– perform update according to Eq. (3.5) and Eq. (3.6)

The optimization algorithm as shown in Tab. (3.1) starts with iteration i = 0 and a
weight vector initialization of wi=0 = 0. At each iteration a random pair of samples (xp,xn)
is drawn from D and evaluated. For this pair the new weight vector wi is obtained by
solving Eq. (3.4). According to [35] the solution to this equation is:

wi = wi−1 + Γi(xp − xn) (3.5)

where the Lagrange multiplier Γi is:

Γi = min
{
C, l(w; xp,xn)
|| xp − xn ||2

}
(3.6)

After a appropriate number of iterations i = n the procedure is stopped and model
training is finished.

3.4 Domain Adaptation

The previously introduced algorithm is an online learning method. Online learning methods
build a model by processing a sequence of labeled samples, where each single sample is
viewed as one instance at a time by the learner during training and therefore contributes
only gradually to the learned model. This is also true for the iterative optimization of
Eq. (3.4), where each pair of samples stands for one step of optimization. This characteristic
fits smoothly into the domain adaptation framework. The idea is to first, train a source
classifier by iteratively picking samples from Ds and then to adapt this classifier by picking
samples explicitly from the target domain Dt.

3.4.1 Batch Adaptation

In batch adaptation mode a new weight vector is learned from the target dataset Dtl with
the support of Ds. A detailed description of the adaptation procedure can be found in
Tab. (3.2): Let fs be the classifier trained on the source domain Ds by optimizing Eq. (3.2)
and substituting D = Ds. Then, adaptation of fs is performed as a second optimization
of Eq. (3.2), but here with D = Dtl and more importantly instead of initializing the weight
vector with wsi=0

= 0, the second optimization starts with the previously learned model
from the source domain: waj=0

= ws. This provides a reasonable foundation for adaptation
in providing knowledge from the source domain. Now, every optimization step j of Eq. (3.4)
aims to find a weight vector waj

which is close to the source domain model and can separate
sample pairs drawn explicitly from the target domain Dtl .
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Table 3.2: After a first model training on the source domain (step 1. and 2.) a second
optimization cycle (step 3. and 4.) performs adaptation on the target domain.

1. initialize source classifier training with weight vector wsi=0
= 0

2. for i = 1, . . . , n do:

• select randomly (xp,xn) ∈ Ds

• obtain new weight vector wsi

by Eq. (3.4):

– perform update according to Eq. (3.5) and Eq. (3.6)

Once the first optimization cycle is finished the source domain
classifier fs(x) is represented by the weight vector ws.

3. initialize target domain adaptation with weight vector waj=0
= ws

4. for j = 1, . . . ,m do:

• select randomly (xp,xn) ∈ Dtl
• obtain new weight vector waj

by Eq. (3.4):

– perform update according to Eq. (3.5) and Eq. (3.6)

Once the second optimization cycle is finished the adapted classifier fa(x)
is represented by the weight vector wa.

Note that this approach is not simply a data aggregation approach as described in
Sec. (2.2), where source domain data and target domain data are put together leading
to one optimization procedure with D = Ds ∪ Dtl . Instead, the proposed adaptation can be
seen as belonging to the “function level classifier adaptation” schema proposed by Yang [113]
as it seeks to learn a decision boundary close to the source domain decision boundary and
tries to separate the labeled target domain samples. However, here, the computation of
the new model is different due to the underlying online learning optimization so that the
regularization condition of finding a “close” boundary is only valid in the scope of one single
optimization iteration. Controlling the number of iterations allows the model to gradually
change over time and therefore adapt to target domains which are not “close” to the source
domain.

3.4.2 Adaptation Stopping Criterion

One remaining question is: how much adaptation is enough i.e. how many iterations of
optimization steps should be performed? While it can be expected that adaptation improves
concept detector performance in general, it may have negative impact on some concepts
where the source domain may already provide comprehensive training material resulting in
a robust source classifier. In such cases an adaptation could harm the final classification
performance, an effect which is known as “negative transfer” [72] in transfer learning.

Domain adaptation according to the proposed method consists of two major optimization
cycles, namely training on the source domain and adaptation to the target domain. For
source domain training, the number of iterations is fixed. For adaptation, however, the
question of when to stop is tackled by testing the following rules:
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1. oracle, where adapted classifier fa(x) performance is evaluated on the target domain
Dtu. Adaptation is stopped in the very moment when performance on the target domain
is best. While this is not feasible in reality it provides an upper bound for adaptation
performance.

2. sample, where a small set of additional labels from the target domain data Dtu is
made available for adaptation evaluation. This criterion is similar to oracle but uses a
much smaller fraction of Dtu (≈ 5%), making it feasible in a real application scenario.

3. predict, where a validation set from Dtl is defined on which adaptation performance
can be evaluated and accordingly stopped if degradation is observable.

4. fix, where a fixed number of iterations is set. This straightforward setup always
assumes that domain adaptation on the target domain is necessary and that this should
be performed with a fixed number of iterations. A good value was empirically evaluated
in [66] showing a stable behavior of the online learning optimization. Therefore, the
number of iterations is set s to the same value, namely i = 106 for both source domain
training and target domain adaptation.

3.5 Domain Adaptation extended by Active Learning

While so far labeled samples from the target domain Dtl are assumed to be available, in
a real world application this may not be the case. In such a situation, label acquisition
from the target domain Dt is necessary but should be kept to a minimum. Taking also into
account that not all samples from the target domain are equally informative, an efficient
sample selection is preferable. For this purpose active learning is particularly suitable, where
samples are selected according to different heuristics.

3.5.1 Relevance Feedback as a Wrapper

In the following setup, a manual labeling of selected samples from Dtu is placed as a wrapper
around the proposed domain adaptation procedure. Note that initially Dtl = ∅ i.e. we do
not have any labeled samples from the target domain.

The procedure is illustrated in detail in Tab. (3.3): initially a source classifier fs(x)
is trained on the source domain Ds. This classifier provides an initial set of classifications
scores pj=1

i on the target domain Dtu. For each iteration j of adaptation a sample from Dtu
is selected according to an active learning criterion based on the previous scores pji . This
sample is manually labeled and belongs now to Dtl being available for the next batch of
domain adaptation resulting in an adapted classifier fa

j

(x). This new classifier will provide
new scores pj+1

i for the next iteration of active learning sample selection. Continuing further,
this procedure increases the amount of labeled samples from the target domain successively,
providing an improved basis for adaptation.

3.5.2 Sample Selection Methods

In the literature, different active learning strategies for sample selection exist. Here, we
compare the ones that proofed to be successful in previous concept detection experiments [4]:
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Table 3.3: Active learning wrapped around domain adaptation selects informative samples
from the target domain for manual annotation. Once the sample is labeled, the system takes
this newly acquired knowledge into account for the next iteration of adaptation.

1. train source classifier fs(x) on source domain Ds

2. ∀xi ∈ Dtu obtain classification scores pj=1
i using fs(xi)

3. for j = 1, . . . ,m do:

• select sample s∗ according to an active learning criterion Q:

s∗ := arg max
i

Q(pji )

• get label ys∗

• add sample s∗ = (xs∗ , ys∗) to Dtl
• perform domain adaptation on Dtl obtaining an adapted

classifier fa
j

(x)

• ∀xi ∈ Dtu obtain classification scores pj+1
i using fa

j

(xi)

1. random sampling: samples are selected randomly.

2. most relevant: samples are selected which are most likely to be relevant and are
therefore associated with the highest posterior [74]:

QREL(pji ) := pji

3. uncertainty: samples are selected for which the relevance filtering method is least
confident, i.e. pji ≈ 0.5 [53]:

QUNC(pji ) := 1− |pji − 0.5|

Note that the proposed active learning approach does not incorporate shot neighborhood
information into the sample selection mechanism as in [4].
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Chapter 4

Experimental Results

In the previous section, a domain adaptation framework for concept detection has been
proposed to tackle the domain change problem. This approach is studied in the following
experiments, whereas the focus is on web video downloaded from YouTube as a source
domain and two datasets of television content from the TRECVID campaign [63] as the
target domains. In particular, this raises three key questions: first, how strong is the impact
of the domain change in terms of performance degradation, second, how successful is domain
adaptation in terms of detector performance and efficiency and third, how much can active
learning help when adaptation data must be acquired manually.

4.1 Datasets

Several datasets are used to benchmark domain adaptation for concept detection (an overview
is given in Tab. (4.1)). Two datasets belong to the source domain: Web Video, and two
datasets to each of the two target domains: the TRECVID 2007 Sound & Vision (S&V) data
and the TRECVID 2005 Linguistic Data Consortium News (LDC News) data. Datasets are
additionally denoted as “training data”, where the source classifier is trained on, others as
“adaptation data”, where labeled samples from the target domain are given or “test data”
serving for performance evaluation. As a concept vocabulary, the 20 test concepts from the
TRECVID 2009 High-Level Feature Extraction task1 are used as outlined in App. (A). In
the following the datasets are described in more detail.

4.1.1 Web Video

Web video material was retrieved from YouTube through the provided API2. As already
mentioned in Sec. (1.2), data acquisition from YouTube requires a mapping of concept
definitions to keywords used in YouTube queries. Representative keywords and YouTube
categories were chosen manually for each concept and are used for video retrieval from
YouTube. For example, to retrieve video clips for the concept “bus”, the keyword “bus”
excluding the keywords “van”, “suv”, “vw” and “ride” were used. Additionally, this query
was narrowed down to the YouTube category “autos & vehicles” (for a detailed overview,
please refer to App. (B)). For each concept, 150 video clips were downloaded, obtaining
the dataset yt-direct with 120 hours total length and 2500 videos (for some concepts not
all requested 150 videos could be downloaded from YouTube). A simple change detection
approach for keyframe extraction resulted in about 50, 000 keyframes.

1http://www-nlpir.nist.gov/projects/tv2009/tv9.hlf.for.eval.txt
2http://code.google.com/apis/youtube/overview.html

39
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Table 4.1: Overview of datasets used in the experiments.

Source Domain: Target Domain:
raw refined S&V LDC News

training data (Ds) yt-direct yt-refined
adapt. data (Dtl ) tv7-devel tv5-lscom-devel
test data (Dtu) tv7-test tv5-lscom-test

As the focus is on web video, domain change is also studied in combination with label
noise, given the fact that web-based training sets contain significant amounts of non-relevant
material which is another challenge for web-based concept detection. To evaluate if domain
change or label noise has a stronger impact on system performance, a second manually refined
dataset for the following 12 concepts was acquired: “airplane flying”,“boat ship”, “bus”,
“cityscape”, “classroom”, “demonstration”, “doorway”, “female human face closeup”, “peo-
ple dancing”, “person eating”, “person playing soccer”, “traffic intersection”. For these
concepts, only keyframes were kept that were manually validated to show the concept as de-
fined by TRECVID. The resulting dataset of about 29, 000 keyframes (yt-refined) allows
to study concept detection with domain change but free of label noise.

4.1.2 TRECVID Sound & Vision (S&V)

As a first target domain dataset the TRECVID S&V dataset (tv7) is used. This dataset
consists of documentary video and was initially used in the TRECVID 2007 evaluation. It
contains 50 hours of training data (tv7-devel) and 50 hours of test data (tv7-test). As
in TRECVID the basic unit of evaluation is a shot, the dataset was segmented into the
provided ground truth shot sequences [67] and multiple keyframe per shots were extracted,
leading to about 68, 000 keyframes. Further, the publicly available annotation set from the
TRECVID collaborative effort [5] was used as label information. Comparing this expert
labeled dataset to yt-direct, annotation quality is much higher than for raw web video,
but many concepts are very rare i.e. there are ten time more negative samples than positive
ones [16]. Correspondingly, the majority of the keyframes does not show any target con-
cept. This renders domain adaptation challenging, considering positive labels as the core
information from the target domain.

4.1.3 TRECVID Language Data Consortium News (LDC News)

The second target domain dataset is the TRECVID LDC News dataset (tv5) as introduced
in the TRECVID 2005 campaign. This dataset contains news broadcasts from 6 different TV
channels. Annotations were downloaded from the LSCOM website [56] for the 86 hours of the
development set, which was than splitted into two equally sized datasets: tv5-lscom-devel
and tv5-lscom-test containing each about 36, 000 keyframes. The splitting was done
chronological i.e. tv5-lscom-devel was broadcasted before tv5-lscom-test. Because the
concept vocabulary of TRECVID 2009 is used in the experiments, this datasets consist of the
following 12 annotated concepts: “airplane flying”,“boat ship”, “bus”, “cityscape”, “class-
room”, “demonstration”, “hand”, “infant”, “nighttime”, “person playing soccer”, “singing”,
“telephone”. Comparing this very specific dataset to yt-direct, the same holds as for the
tv7 dataset: a high annotation quality and a sparse positive label distribution throughout
the tv5 data. Further, it is expected that the typical visual appearance of news broadcast
(e.g the letterbox at the bottom, anchorman and recurrent TV channel logos) will not be
covered in the YouTube datasets, rendering adaptation to this dataset even more challenging.
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Figure 4.1: Sample keyframe from the different datasets for the concepts: “airplane flying”,
“cityscape” and “person playing soccer”. The top part illustrates the label noise problem
when comparing yt-direct and yt-refined with each other. It can be seen that video
material downloaded from YouTube contains significant amounts of non-relevant content.
The bottom part illustrates the target domain datasets. While the tv7 dataset consist of
documentary content (e.g. black & white video clips), the tv5 datasets has the typical visual
appearance of news broadcast with its letterbox graphics at the bottom of the screen.
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The visual appearance of the different datasets is shown in Fig. (4.1). For each dataset
a random selection of keyframes for the concept: “airplane flying”, “cityscape” and “person
playing soccer” is given. As displayed, the raw YouTube dataset (yt-direct) contains
many noisy keyframes which are non-relevant, while the manually refined YouTube dataset
(yt-refined) is providing higher annotation quality. Further, the tv7 and tv5 datasets
illustrate significant domain changes as seen by their different visual appearance compared to
yt-direct and yt-refined. While the tv7 dataset contains typical documentary material
i.e. much black & white content, the tv5 dataset shows the expected news broadcasting
look i.e. a letterbox graphics at the bottom.

4.1.4 Feature Representation

In all experiments we employ the well-known bag-of-visual-words approach for feature ex-
traction [80, 102]: for each keyframe a regular patch sampling was performed at several
scales, describing each patch by SIFT [55]. Patches were matched against a 2000-dimensional
visual word codebook – build by K-Means – forming a feature histogram representing the
keyframe. Further, as all classification is based on keyframes but performance evaluation is
done on shot level, an averaging of keyframe scores to video shot scores was performed.

4.2 Domain Change Impact

In a first experiment we quantify the impact of domain changes by comparing classification
performance of systems beings trained on the source domain vs. systems being trained on
the target domain.

4.2.1 Setup

Two runs are performed for each target domain: (1) a classifier trained on yt-direct and (2)
a classifier trained on tv7-devel (or tv5-lascom-devel). Both classifiers are tested against
their corresponding target domains: tv7-test (or tv5-lscom-test). For each setup, two
statistical models are evaluated: the PAMIR method, as outlined in Sec. 3.3 with i = 106

as the fixed number of optimization steps and C = 0.001, and SVMs [76], with a χ2 kernel
(C and γ are evaluated in a grid-search cross validation). SVM scores were mapped to class
posterior estimates using LIBSVM [14].

4.2.2 Results

As a performance measure, average precision is used, i.e. the area under the recall-precision
curve over the ranked list of test videos. By averaging over all 20 concepts, the mean average
precision (MAP) is obtained, a standard evaluation metric for video concept detectors [64].
Quantitative results for the tv7 and tv5 datasets are given in Fig. (4.2), as averaged over 5
repeated runs. It can be seen for the tv7 data, that the domain change leads to a significant
performance drop in MAP by up to 6.1% for PAMIR (which corresponds to a relative loss
of 60%) and up to 6.75% for SVMs (relative loss 55%) when training and test data are
not from the same domain. A similar behavior is observable for the tv5 data, leading to a
performance drop in MAP by up to 4.4% for PAMIR (which corresponds to a relative loss
of 80%) and up to 7.5% for SVMs (relative loss of 85%).

Considering each single concept (Tab. (4.2)), similar performance degradations can be
observed. However, four exceptions have to be pointed out when performing adaptation to
the tv7 target domain: “demonstration or protest”, “female human face closeup”, “person
playing a musical instrument” and “person playing soccer”. For these concepts the training
on yt-direct leads to a more robust classifier than training on tv7-devel.
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Figure 4.2: Results illustrating the domain change impact for SVMs and PAMIR based
concept detectors. A significant performance drop can be observed when training and test
data are not from the same domain.

Table 4.2: Results (AvgP) of domain impact for the tv7 and tv5 datasets.

tv7 tv5
Concept Source-

SVM
Source-
PAMIR

Target-
SVM

Target-
PAMIR

Source-
SVM

Source-
PAMIR

Target-
SVM

Target-
PAMIR

airplane flying 0.05 0.035 0.042 0.113 0.005 0.010 0.166 0.075

boat ship 0.061 0.048 0.188 0.127 0.005 0.005 0.057 0.017

bus 0.028 0.012 0.036 0.014 0.005 0.005 0.008 0.005

chair 0.008 0.007 0.010 0.011 - - - -

cityscape 0.089 0.079 0.237 0.212 0.006 0.005 0.042 0.023

classroom 0.005 0.007 0.016 0.013 0.004 0.006 0.130 0.172

demo. or protest 0.110 0.083 0.053 0.012 0.013 0.022 0.025 0.029

doorway 0.003 0.004 0.030 0.016 - - - -

female human
face closeup

0.041 0.023 0.029 0.016 - - - -

hand 0.063 0.047 0.144 0.146 0.003 0.003 0.048 0.023

infant 0.031 0.037 0.053 0.009 0.000 0.001 0.001 0.002

nighttime 0.077 0.089 0.145 0.140 0.109 0.065 0.280 0.174

people dancing 0.006 0.006 0.008 0.007 - - - -

person eating 0.004 0.004 0.445 0.425 - - - -

person playing a
musical instrument

0.052 0.032 0.022 0.037 - - - -

person playing soc-
cer

0.387 0.261 0.211 0.071 0.003 0.005 0.150 0.099

person riding a bicy-
cle

0.009 0.014 0.253 0.313 - - - -

singing 0.017 0.019 0.029 0.024 0.002 0.002 0.092 0.035

telephone 0.002 0.002 0.016 0.018 0.004 0.002 0.055 0.003

traffic intersection 0.021 0.014 0.447 0.327 - - - -

MAP 0.053 0.041 0.121 0.103 0.013 0.011 0.088 0.055
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4.3 Domain Adaptation

As shown in the previous experiments, performance of web-based concept detectors degrades
significantly when they are applied to target domains different than web video. The purpose
of this experiment is to study domain adaptation in a controlled setting where the size
α ∈ {0.0, . . . , 1.0} of adaptation data (Dtl ) is predefined with respect to the number of
positive samples per concept. Here, α = 0.0 corresponds to applying the source domain
classifier fs(x) with no adaptation and α = 1.0 to perform domain adaptation on the entire
adaptation data Dtl . For any number in between, the total amount of both positive and
negative adaptation samples is reduced to a fraction of α. In particular, small fractions of
α are interesting for adaptation because such a situation reflects real application scenarios
where only few samples from the target domain are available and adaptation of robust source
classifier is highly desired.

4.3.1 Setup

Similar to the previous experiments, 5 runs are executed for each of the methods described
next. For this, five different randomly compiled datasets (one for each run) are generated
for α ∈ {0.1, . . . , 0.9}. For α = 1.0 the full adaptation data is used in each of the 5 runs.
Domain adaptation experiments are evaluated for each of the methods described below:

• Target-SVM: the control run setup from the fist experiment, performed on different
α values. For this control run, α = 1.0 is equivalent to target domain classifier training,
whereas α = 0.0 is equivalent to random guessing.

• Target-PAMIR: same as Target-SVM but for the PAMIR method.

• Aggregation-SVM: a simple data aggregation i.e. training a classifier on both the
source domain and the target domain (i.e., Ds ∪ Dtl ).

• Aggregation-PAMIR: same as Aggregation-SVM but for the PAMIR method.

• Adapt-SVM: an SVM based domain adaptation approach by Yang [114]. An RBF
kernel was used and an optimal C was evaluated using cross validation3.

• Adapt-PAMIR: the domain adaptation extension based on PAMIR from Sec. (3.4)
with C = 0.001 and i = 106 iterations for source classifier training, whereas the number
of adaptation steps was determined by the proposed stopping rule from Sec. (3.4).

4.3.2 Results

Adaptation is evaluated against two different target domains: S&V (tv7) and LDC News
(tv5). Results are given in Fig. (4.3) and Tab. (4.3) for tv7 and in Fig. (4.5) and Tab. (4.5)
for tv5. Concept detection accuracy on the target domain Dtu is plotted against α. For
Adapt-PAMIR, two stopping rules are tested, namely the oracle runs and the fix runs as
defined in Sec. (3.4). These two runs define the upper and lower bound of the proposed
domain adaptation approach. As adaptation performance depends on the adapted concept,
detailed results on concept level are also given for a full adaptation (α = 1.0). For tv7
the plots can be found in Fig. (4.4) and Tab. (4.4) and for tv5, they can be found in
Fig. (4.6) and Tab. (4.6). Detailed adaptation results on concept level for the remaining
α = {0.1 . . . 0.9} can be found in App. (C). Furthermore, concept detector performance
before and after adaptation is illustrated and the effect of early stopping is measured. This
is of particular interest because of the performance gains observed in Sec. (4.2) for some
concepts when trained exclusively on the source domain.

3The author would like to thank Jun Yang for his help and tips regarding Adaptive-SVMs
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Figure 4.3: Results of domain adaptation for tv7 data. Performance is plotted against
the size α of the adaptation dataset, where Adapt-PAMIR (oracle) outperforms all other
methods.

Table 4.3: Results in MAP of domain adaptation runs (n = 34, 000) on tv7 averaged over
all concepts for all values of α.

Fraction α 0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

Target-SVM 0.005 0.072 0.107 0.112 0.114 0.112 0.118 0.119 0.119 0.120 0.121

Target-PAMIR 0.005 0.080 0.093 0.098 0.099 0.100 0.100 0.102 0.104 0.103 0.102

Aggr-SVM 0.053 0.064 0.072 0.078 0.082 0.088 0.093 0.095 0.096 0.099 0.105

Aggr-PAMIR 0.041 0.044 0.046 0.048 0.050 0.052 0.053 0.054 0.056 0.057 0.056

Adapt-SVM 0.053 0.070 0.078 0.085 0.087 0.087 0.090 0.093 0.095 0.099 0.103

Adapt-PAMIR∗ 0.041 0.105 0.118 0.124 0.125 0.125 0.124 0.125 0.129 0.129 0.130

Adapt-PAMIR+ 0.041 0.094 0.106 0.111 0.112 0.112 0.111 0.111 0.114 0.114 0.115

∗oracle, +fixed

A first observation for tv7 is that the SVM classifier (Target-SVM run) performs uni-
formly better when trained on the target domain than the linear but more efficient PAMIR
classifier (Target-PAMIR). This already has been observed in [66]. The next observation
is that data aggregation (Aggregation-SVM and Aggregation-PAMIR runs) does not truly
overcome the domain change problem. Finally, when considering domain adaptation, the
Adapt-PAMIR run outperforms the Target-PAMIR run, where a stable performance increase
of 2.8% (a relative gain of 20%) could be measured for all values of α. Comparing no adapta-
tion and full adaptation, the Adapt-PAMIR run shows an improvement from 4.1% to 13.0%
(oracle run), which corresponds to a relative gain of 325%. The more surprising result is,
however, that the Adapt-PAMIR run outperforms the Target-SVM run by 3.2% when start-
ing adaptation (α = 0.1) and by 1.0% when finishing adaptation. Concluding, the kickstart
setup where a web-based classifier is used for adaptation is demonstrated to perform better
than training only on the target domain, even if using a stronger classifier e.g. an SVM.
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Figure 4.4: Results (AvgP) of domain adaptation on tv7 per concept for α = 1.0.

Table 4.4: Results showing AvgP per concept of domain adaptation runs for α = 1.0 on
tv7. Note that for comparison reasons, results for the source domain runs can be found in
Tab. (4.2).

Concept Target-
SVM

Target-
PAMIR

Aggr-
SVM

Aggr-
PAMIR

Adapt-
SVM

Adapt-
PAMIR-
fix

Adapt-
PAMIR-
oracle

airplane flying 0.042 0.113 0.086 0.062 0.093 0.175 0.176

boat ship 0.188 0.127 0.105 0.080 0.086 0.125 0.126

bus 0.036 0.014 0.021 0.015 0.008 0.021 0.030

chair 0.010 0.011 0.007 0.006 0.008 0.012 0.012

cityscape 0.237 0.212 0.173 0.154 0.187 0.213 0.213

classroom 0.016 0.013 0.006 0.008 0.013 0.018 0.026

demo. or protest 0.053 0.012 0.113 0.067 0.109 0.060 0.089

doorway 0.030 0.016 0.004 0.007 0.010 0.018 0.025

female human
face closeup

0.029 0.016 0.039 0.034 0.055 0.039 0.042

hand 0.144 0.146 0.133 0.115 0.085 0.143 0.144

infant 0.053 0.009 0.029 0.046 0.023 0.046 0.102

nighttime 0.145 0.140 0.129 0.109 0.097 0.149 0.149

people dancing 0.008 0.007 0.006 0.007 0.011 0.008 0.014

person eating 0.445 0.425 0.320 0.013 0.377 0.415 0.415

person playing a musical
instrument

0.052 0.037 0.035 0.031 0.036 0.031 0.041

person playing soccer 0.387 0.071 0.368 0.264 0.341 0.114 0.272

person riding a bicycle 0.253 0.313 0.154 0.023 0.128 0.297 0.297

singing 0.029 0.024 0.035 0.028 0.031 0.028 0.047

telephone 0.016 0.018 0.003 0.002 0.005 0.011 0.011

traffic intersection 0.447 0.327 0.332 0.056 0.348 0.372 0.372

MAP 0.121 0.103 0.105 0.056 0.103 0.115 0.130
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Figure 4.5: Results of domain adaptation on tv5 data. Performance is plotted against
the size α of the adaptation dataset. Domain adaptation with Adapt-PAMIR outperforms
Target-PAMIR but not the Target-SVM and Aggr-SVM runs.

Table 4.5: Results in MAP of domain adaptation runs (n = 37, 000) on tv5 averaged over
all concepts for all values of α.

Fraction α 0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

Target-SVM 0.004 0.041 0.054 0.058 0.064 0.073 0.079 0.078 0.081 0.081 0.088

Target-PAMIR 0.004 0.030 0.035 0.037 0.042 0.046 0.048 0.049 0.049 0.049 0.055

Aggr-SVM 0.013 0.042 0.056 0.059 0.063 0.066 0.071 0.068 0.071 0.074 0.075

Aggr-PAMIR 0.011 0.015 0.018 0.020 0.022 0.023 0.025 0.025 0.027 0.027 0.027

Adapt-SVM 0.013 0.026 0.031 0.034 0.038 0.042 0.044 0.045 0.045 0.047 0.049

Adapt-PAMIR∗ 0.011 0.039 0.041 0.044 0.046 0.049 0.051 0.052 0.051 0.052 0.058

Adapt-PAMIR+ 0.011 0.036 0.039 0.040 0.045 0.048 0.050 0.049 0.049 0.050 0.055

∗oracle, +fixed

Considering tv5 data, the proposed domain adaptation method (Adapt-PAMIR) adapts
to the target domain, outperforming uniformly the target domain based PAMIR classifier
(Target-PAMIR) for all values of α. This results in an improvement over no adaptation
with 1.1% as trained on the source domain to 5.8% after full adaptation using the oracle
stopping rule, which corresponds to a relative performance gain of 400%. However, the
proposed adaptation method was not able to outperform the target domain based SVM
classifier (Target-SVM ), which delivers a MAP 3% higher than the Adapt-PAMIR run. A
further observation is that early stopping is not as important as on the tv7 data. A reason
for this may be that the source domain is not able to capture the visual appearance of
the tv5 domain. This can also be observed on concept level in Tab. (4.6) where adaptation
(Adapt-PAMIR) only for the concept “classroom” outperforms a target domain trained SVM
(Target-SVM ).
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Figure 4.6: Results (AvgP) of domain adaptation on tv5 data per concept for α = 1.0.

Table 4.6: Results showing AvgP per concept of domain adaptation runs for α = 1.0 on
tv5. Note that for comparison reasons, results for the source domain runs can be found in
Tab. (4.2).

Concept Target-
SVM

Target-
PAMIR

Aggr-
SVM

Aggr-
PAMIR

Adapt-
SVM

Adapt-
PAMIR-
fix

Adapt-
PAMIR-
oracle

airplane flying 0.167 0.075 0.159 0.040 0.106 0.085 0.090

boat ship 0.057 0.017 0.043 0.013 0.019 0.017 0.017

bus 0.008 0.005 0.008 0.005 0.000 0.005 0.006

cityscape 0.042 0.023 0.045 0.007 0.030 0.037 0.039

classroom 0.130 0.172 0.023 0.006 0.053 0.153 0.154

demo. or protest 0.025 0.028 0.026 0.030 0.036 0.027 0.033

hand 0.048 0.023 0.042 0.010 0.021 0.020 0.023

infant 0.001 0.002 0.001 0.001 0.001 0.001 0.002

nighttime 0.280 0.174 0.279 0.169 0.224 0.183 0.183

person playing soccer 0.150 0.099 0.152 0.043 0.076 0.095 0.105

singing 0.092 0.035 0.093 0.003 0.020 0.036 0.038

telephone 0.055 0.003 0.023 0.002 0.002 0.003 0.003

MAP 0.088 0.055 0.075 0.027 0.049 0.055 0.058

A visualization of the adaptation performance by Adapt-PAMIR for α = 1.0 can be seen
in Fig (4.7) for tv7 (top) and for tv5 (bottom). The image mosaics illustrate top ranked
keyframes provided by the source classifier (top row) and top ranked keyframes provided by
the adapted classifier (bottom row). As seen for the tv7 data, domain adaptation leads to
an improved classifier for the concepts “cityscape”, “airplane flying” whereas for the con-
cept “person eating” domain adaptation leads to an adaptation to the redundant material
in the dataset which is not desired but indeed provides better classification performance.
For the tv5 data, a similar behavior could be observed. Domain adaptation for the concepts
“cityscape”, “airplane flying” and “classroom” show improved top ranked keyframes. Par-
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tv7

cityscape airplane flying person eating

tv5

cityscape airplane flying classroom

Figure 4.7: Visualization of source domain classifier results (top) vs. adapted classifier results
(bottom). For some concept the visual appearance change successfully during adaptation.
For other concepts, the classifiers adapted to redundant material in the dataset (right).

ticular for the concepts “cityscape” and “airplane flying” the web-based classifier is based
on wrong clues about the actual visual appearance of the concept in the target domain.

4.3.3 Early Stopping

Evaluating the proposed early stopping rules for domain adaptation (Adapt-PAMIR), the
following results were obtained. In general, a successful early stopping is important because
it prevents negative transfer as observed in the domain impact experiment on tv7 for the
concepts “demonstation or protest”, “female human face closeup”, “person playing a musical
instrument” and “person playing soccer”. In Fig. (4.8) a visualization of MAP development
over all target concepts is plotted against the number of iterations i for tv7 (top) and tv5
(bottom). Here, the first i = 106 iterations train the source classifier and the next i = 106

iterations are dedicated to domain adaptation on the full adaptation data (α = 1.0).
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Performance
(tv7)

oracle 13.01
sample 12.45
predict 11.33
fix 11.47
no adapt. 4.12

Performance
(tv5)

oracle 5.77
sample 5.70
predict 5.47
fix 5.53
no adapt. 1.11

Figure 4.8: Results of domain adaptation as performed by Adapt-PAMIR for a α = 1.0
on the tv7 data (top) and the tv5 data (bottom). AvgP is plotted against the number
of iterations. While for a majority of concepts performance increases during adaptation,
for some a negative transfer in form of performance loss can be observed. To prevent this,
different early stopping rules have been proposed leading to the MAP values illustrated in
the right tables.

Particularly, right after beginning adaptation a strong improvement can be observed for
several concepts of tv7, whereas for some concepts adaptation leads to the known perfor-
mance loss on this domain. A good stopping rule should identify such negative transfer
and stop adaptation for such concepts. Results of the proposed stopping rules and a full
adaptation (α = 1.0) can be seen in the tables of Fig. (4.8). A similar behavior can be
observed for tv5 i.e a strong performance improvement after starting domain adaptation.
However, here, less negative transfer is visible which leads to a rather small margin between
oracle runs and fixed runs. Concluding, for tv5 early stopping is less important than for
the tv7 data. This can be interpreted as training on a weak source domain compared to the
target domain (as observed for yt-direct vs. tv5) i.e. the source domain is not providing
much new knowledge for concept learning.
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Figure 4.9: Comparing domain adaptation performance of systems initially trained on noisy
web video (red) and on refined web video (green) for tv7 (left) and tv5 (right). Noisy
training material has initially a negative influence on system performance, which, however,
is negligible after domain adaptation

4.4 Label Noise Problem vs. Domain Change Problem

In the previous experiments, classifier trained on web video as source domain were adapted
to specific target domains. In the following, we address another aspect, namely that web
video is known to be noisy containing only a fraction of material which is relevant when
learning specific concepts. For example, comparing yt-direct and yt-refined in Fig. (4.1)
it can be seen that noise is present in the used dataset (yt-direct) and that it consists of
title frames, non-relevant parts of the video clip or different interpretation of the semantic
concept e.g. airplanes, which are not flying or soccer interviews instead of persons playing
soccer. Obviously, having such frames in the training data will lead to classifiers which are
less accurate as compared to training on clean web video.

In the next experiment, the effect of label noise present in web video datasets is inves-
tigated in the context of domain adaptation. The question to be answered is if label noise
has a stronger influence on system performance than domain change.

4.4.1 Setup

The experiments were performed with systems comparable to the Adapt-PAMIR run i.e.
the same setup and adaptation fractions α were used. But now source classifier are trained
separately on two different training datasets: yt-direct, a noisy web video dataset, and
yt-refined, a manually refined dataset. Both source domain classifiers are now adapted to
target domains with appropriate sizes of α and detector performance is measured.

These experiments are evaluated on two different subsets of the 20 concepts defined in
App. (A). For tv7 the subset consists of the 12 concepts as defined by the yt-refined
dataset. However, for the tv5 evaluation runs an intersection of the concepts in yt-refined
and tv5 is used, leading to a subset of 7 concepts containing: “airplane flying”, “boat ship”,
“bus”, “cityscape”, “classroom”, “demonstration” and “person playing soccer”.
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Table 4.7: Results in MAP of domain adaptation runs (n = 34, 000) on tv7 averaged over all
concepts for all values of α. First, initially trained on noisy web video and second initially
trained on filtered web video.

Fraction α 0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

raw data∗ 0.048 0.122 0.138 0.146 0.144 0.147 0.145 0.144 0.149 0.149 0.150

raw data+ 0.048 0.109 0.123 0.131 0.128 0.128 0.125 0.126 0.131 0.131 0.132

filtered data∗ 0.065 0.124 0.144 0.147 0.148 0.150 0.147 0.146 0.152 0.152 0.153

filtered data+ 0.065 0.112 0.127 0.132 0.133 0.132 0.130 0.130 0.134 0.135 0.135

∗oracle, +fixed

Table 4.8: Results in MAP of domain adaptation runs (n = 37, 000) on tv5 averaged over all
concepts for all values of α. First, initially trained on noisy web video and second initially
trained on filtered web video.

Fraction α 0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

raw data∗ 0.008 0.036 0.037 0.039 0.043 0.045 0.051 0.053 0.051 0.053 0.063

raw data+ 0.008 0.033 0.033 0.037 0.042 0.044 0.050 0.052 0.049 0.050 0.060

filtered data∗ 0.013 0.036 0.038 0.038 0.043 0.043 0.050 0.051 0.052 0.052 0.059

filtered data+ 0.013 0.034 0.036 0.036 0.041 0.042 0.047 0.049 0.050 0.050 0.057

∗oracle, +fixed

4.4.2 Results

Results are illustrated in Fig. (4.9) showing an evaluation on tv7 (left) and tv5 (right).
First, for both datasets it can be observed that classifiers trained on yt-refined start with
an higher MAP compared to the yt-direct trained source classifier. For tv7 this makes a
difference of 1.7% (a relative loss of 30%), whereas the difference on tv5 is much smaller,
namely 0.5% (a relative loss of 40%) showing that in the case of no adaptation, label noise is a
significant problem for web-based concept detectors. However, when performing adaptation
the advantage of having a clean training dataset on the source domain is neglectable. A
similar system performance after adaptation is observed for both runs, the one initially
trained on yt-direct and the one initially trained on yt-refined. This observation can be
made for tv7 and for tv5. Considering performance in the context of the used adaptation
fraction α as shown in Tab. (4.7) and Tab. (4.8), it can be seen that label noise becomes
more irrelevant when performing adaptation with increasing values of α i.e. using larger
adaptation datasets.

When analyzing concept specific performance there are exception of this generalization
e.g. for full domain adaptation (α = 1.0) on tv7 and for the concept “airplane flying”, the
best results are achieved when initially trained with yt-refined leading to an improvement
over yt-direct of 2.8% (a relative gain of 15%). The same could be observed for the concept
“bus” with an improvement of 2.2% (a relative gain of 70%) and for the concept “female
human face closeup” with an improvement of 1.1% (a relative gain of 25%). Nevertheless,
the domain adaptation problem has a much stronger overall impact on web-based concept
detector performance than the label noise problem.
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Figure 4.10: Results on the active learning extension to domain adaptation for tv7 (left)
and for tv5 (right). As illustrated, active learning with most relevant sampling outperforms
random sampling as a baseline on both target domains, demonstrating its potential for
domain adaptation when only very few samples are available from the target domain

4.5 Domain Adaptation extended by Active Learning

Finally, the extension of domain adaptation with active learning is evaluated. One major
benefit of the proposed domain adaptation method is its efficiency. For one concept, adap-
tation (about 50, 000 samples from yt-direct and about 34, 000 samples from tv7.devel)
with the method takes on average 76 sec. for training and 64 sec. for adaptation (SVM: 16540
sec. for training on tv7.devel) whereas testing (about 34, 000 samples form tv7.test) takes
on average less than 1 sec. (SVM: 3509 sec.).

Being able to retrain classifiers this efficient allows to incorporate user feedback within
the adaptation process. Such a domain adaptation extension was proposed in Sec. (4.5) and
is evaluated in this section for the following three active learning sample selection methods:
random sampling, most relevant sampling and uncertainty sampling.

4.5.1 Setup

A source classifier is trained on yt-direct and adapted by simultaneously acquiring labels
from the target domain. Again, both target domains – tv7 and tv5 – are evaluated in
separate runs. Due to efficiency, 1, 000 samples out of the available 34, 000 from tv7 and
37, 000 from tv5 are annotated. For each active learning cycle 20 samples are selected
for human annotation. The hyper-parameter of Adapt-PAMIR is set to the same values
C = 0.001 as before and the source classifier was trained as previously with i = 106 iterations.
Note that annotating at most only 1, 000 samples is both realistic and very challenging as
the number of positive samples in the given target domains is very sparse.

4.5.2 Results

Results of the active learning vs. random sampling are illustrated in Fig. (4.10). Perfor-
mance is plotted against the number of annotated samples. When starting adaptation the
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Table 4.9: Results (AvgP) of domain adaptation with 1000 manually annotated samples for
the tv7 and tv5 datasets as being evaluated by active learning most relevant sampling and
uncertainty sampling vs. random sampling runs.

tv7 tv5
Concept Random Most Rel. Uncertainty Random Most Rel. Uncertainty

airplane flying 0.062 0.090 0.036 0.015 0.020 0.029

boat ship 0.037 0.120 0.050 0.008 0.011 0.008

bus 0.008 0.016 0.012 0.006 0.006 0.005

chair 0.007 0.007 0.007 - - -

cityscape 0.078 0.129 0.080 0.007 0.005 0.006

classroom 0.018 0.020 0.007 0.009 0.009 0.006

demo. or protest 0.084 0.103 0.081 0.018 0.024 0.022

doorway 0.007 0.007 0.006 - - -

female human
face closeup

0.010 0.034 0.022 - - -

hand 0.043 0.053 0.049 0.003 0.003 0.003

infant 0.036 0.069 0.042 0.002 0.002 0.002

nighttime 0.069 0.101 0.090 0.102 0.138 0.067

people dancing 0.007 0.009 0.007 - - -

person eating 0.020 0.066 0.005 - - -

person playing a
musical instrument

0.026 0.013 0.029 - - -

person playing soc-
cer

0.168 0.087 0.229 0.003 0.023 0.006

person riding a bicy-
cle

0.096 0.218 0.018 - - -

singing 0.018 0.028 0.021 0.002 0.002 0.002

telephone 0.002 0.002 0.002 0.003 0.002 0.002

traffic intersection 0.015 0.055 0.014 - - -

MAP 0.041 0.061 0.040 0.015 0.023 0.014

performance is equal to the source domain classifier trained on yt-direct. With increas-
ing amounts of samples being annotated, domain adaptation improves system performance.
Thereby active learning outperforms a random selection of manually annotated samples,
which can be explained by the fact that this approach better finds positive labels for a
concept to be learned.

In such a situation, a robust source domain classifier provides valuable samples for domain
adaptation leading to significant improvements of the detector. For example, with only 1, 000
samples and most relevant sampling an MAP of 6.1% can be reached for the tv7 dataset
compared to initial source classifier performance of 4.1%. Considering the tv5 dataset, an
improvement from 1.5% to 2.3% was observed when using most relevant sampling.

When considering per concept results (Tab. (4.9)) we can see that classification im-
provements are very concept dependent e.g. for tv7 and “airplane flying” a similar MAP is
reached by only labeling 1, 000 most relevant selected samples instead of 12, 000 randomly
selected samples. However, concepts with a high redundancy (e.g. “person eating”) gain
more from a source classifier independent selection (random sampling) than from active
learning (most relevant selection).
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Figure 4.11: Visualization of classifiers adapted on samples selected randomly (top row) vs.
adapted on samples selected by most relevant sampling (bottom row).
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A visualization of system performance after adaptation with 1, 000 selected samples
from the target domain is illustrated in Fig (4.11). The image mosaics display top ranked
keyframes provides by the classifier adapted on random sampling (top row) and most rele-
vant sampling (bottom row). As seen most relevant sampling improves adaptation for the
concepts “boat ship”, “cityscape” and “nighttime” by identifying positive samples more
successfully than a random exploration of the target domain. However, having an already
strong source domain classifier reduces the influence of active learning for adaptation. This
can be observed for the concept “demonstration or protest”, where classification mosaics for
both sample selection strategies are similar.



Chapter 5

Discussion

In the final chapter of this thesis a conclusion and a future outlook is presented. This includes
a summary of major experimental results and the most important insights. Additionally,
the second part of this chapter suggests further direction of improvement related to the
introduced approach and outlines possible future work in the investigated area of research.

5.1 Conclusion

In this thesis the domain change problem was addressed in the context of using web video as
source domain for visual concept detector training. Classifiers, trained on web video as an
alternative, freely available source for concept learning experience a significant performance
degradation when applied on specific target domains. This impact can cause a loss of up to
60% as shown for documentary video and 80% as shown for broadcast news video. Especially
in the context of web video as source domain it was shown that the domain change problem
influences detection accuracy more than label noise. This observation demonstrates a great
importance for cross-domain learning techniques aiming to solve this problem.

To overcome this problem, an efficient framework for domain adaptation was proposed.
In contrast of previous work on cross-domain learning, adaptation is conducted in an online
learning fashion. The framework trains source classifiers based on web video and adapts them
to defined target domain in utilizing a small fraction of labeled data from the target domain.
In quantitative experiments, it was demonstrated that domain adaptation on documentary
video can be performed successfully and improves system performance from 4.1% to 13.0%
(a gain of 225%) also outperforming SVMs trained on the target domain. On broadcast news
video the performance of adapted classifiers could be improved from 1.0% to 5.7% (a gain
of 470%). However, on this dataset the proposed domain adaptation approach was not able
to outperform SVMs trained on the target domain. Facing the practical situation where no
labeled adaptation data is available, an extension of the proposed method was introduced,
which employs active learning strategies to support domain adaptation in providing target
domain samples. Here, a simultaneous domain adaptation and label acquisition can be
performed leading to an increasing adaptation dataset. This way, with the help of a proper
sample selection method, domain adaptation can also be performed on very few samples
from the target domain.

As shown in the experiments, successful domain adaptation depends strongly on robust
source classifier. Such robustness of detection depends on the quality of web video utilized
for training. Furthermore, it was shown that –for several concepts – web-based source clas-
sifiers can utilize their source domain knowledge during adaptation, which leads to adapted
classifiers outperforming the ones purely trained on the target domain. However, it was
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also demonstrated that web-based source classifier can experience a negative transfer during
adaptation i.e. detector performance was harmed by target domain adaptation.

Summarizing, the key questions from Sec. (1.4) have been answered throughout this
thesis as following:

1. Social-tagged web video can indeed improve detector performance compared to train-
ing only on domain-specific data.

2. The associated label noise of web video does not affect domain adaptation significantly.
The opposite is observed i.e. the domain change problem is identified as being the
more serious cause for detector performance degradation when employing web video
as source domain.

3. An efficient, light-weight domain adaptation approach was presented in this thesis
which also was extended to incorporate used feedback in an interactive fashion.

4. This user feedback, which was realized as domain adaptation supported by active
learning was proofed to be an efficient approach for adaptation when dealing with
only few given samples from the target domain.

5.2 Future Work

In the context of this thesis, future work might focus on several different directions. Open
questions which demand more investigation are whether an adaptation of a source classifier
for a specific concept is necessary or not as seen that web video in some cases has the
potential of producing more robust source classifiers than the ones trained on the target
domain. Moreover, it is required to answer this question by minimizing the label information
from the target domain. In the specific case of the proposed online learning algorithm, this
question rephrases as: when to stop adaptation? Here, more robust early stopping rules
could lead to performance results being as good as the oracle runs.

When it comes to practical scenarios, future work may focus on novel active learning
sample selection methods. In particular, the unlabeled structure of the target domain might
provide valuable clues for sample selection strategies. For example, using clustering informa-
tion in combination with active learning could prevent to label redundant samples belonging
to the same cluster. Other ideas, as already suggested, could be based on loss minimization
or disagreement of classifier [115].

Further, domain adaptation could also be performed by employing web video from dif-
ferent web portals, each being one source domain. In such a setup, the most valuable source
samples might be chosen to train the best fitting source classifier before adaptation. The se-
lection of such samples could be based on the target domain knowledge and further improve
domain adaptation.

Finally, a similar question is, how to download only “good” training samples from web
portals like YouTube. So far, download of web video from such portals depends on the
retrieval mechanism provided by the web portal. This often requires a mapping of concepts
to keywords, which is usually done manually. Optimizing this mapping and therefore the
retrieval of source domain data could further reduce the gap between the source domain and
target domain.



Appendix A

TRECVID Concept Definitions

Clear and complete concept definitions are mandatory for a performance evaluation like
TRECVID. This appendix lists the given NIST TRECVID feature definitions which serves
as guidelines for all assessors during the collaborative annotation effort [5]. It is to mention
that in this work the terms “concept”, “feature” and “tag” are treated equivalent.

While the semantic meaning of a concept might be blurry and depended strongly on
the interpretation of the user, NIST defined three general rules how to annotate, which are
given to the assessors during result evaluation. This judgment rules should also be taken
into consideration when designing and building of participating systems. The judgment
rules are [82]:

1. Features are meant to describe the presence or absence of video of some target person,
place, thing, activity, etc., not information about that target. So, for example, video
just of someone talking about x is not by itself sufficient to assert that the feature x
is true with respect to the video

2. When a feature definition says a shot must contain x, that is short for “contain x to a
degree sufficient for x to be recognizable as x to a human”. This means among other
things that unless explicitly stated, partial visibility or audibility may suffice.

3. The fact that a segment contains video of physical objects representing the feature
target, such as photos, paintings, models, or toy versions of the feature target, should
NOT be grounds for judging the segment relevant/true. Containing video of the target
within the video segment may be grounds for doing so.

In Tab. (A) all 20 TRECVID 2009 concept definitions are listed. In the 2009 evaluation
10 concepts are newly taken into the pool and 10 concepts form a subset of the 2008 tested
ones. The old concepts are marked with a ∗ and their definition nor their number have
changed.

Table A.1: Concept definitions for the used features in the TRECVID 2009 evaluation.

TRECVID
Number

Concept Name Definition

001 classroom ∗a school, university-style classroom scene. One or
more students must be visible. A teacher and teach-
ing aids (e.g. blackboard) may or may not be visible.

59



60 APPENDIX A. TRECVID CONCEPT DEFINITIONS

TRECVID
Number

Concept Name Definition

002 chair a seat with four legs and a back for one person

003 infant a very small child, crawling, lying down, or being
held, with no evidence it can walk

004 traffic intersection crossing of two roads or paths with some human
and/or vehicular traffic visible

005 doorway an opening you can walk through into a room or
building

006 airplane flying external view of a heavier than air, fixed-wing air-
craft in flight - gliders included. NOT balloons, he-
licopters, missiles, and rockets

007 person playing a
musical instrument

both player and instrument visible

008 bus ∗external view of a large motor vehicle on tires used
to carry many passengers on streets, usually along a
fixed route. NOT vans and SUVs

009 person playing soc-
cer

need not be teams or on a dedicated soccer field

010 cityscape ∗a view of a large urban setting, showing skylines and
building tops. NOT just street-level views of urban
life

011 person riding a bi-
cycle

a bicycle has two wheels; while riding, both feet are
off the ground and the bicycle wheels are in motion

012 telephone ∗any kinds of telephone, but more than just a headset
must be visible.

013 person eating putting food or drink in his/her mouth

014 demonstration or
protest

∗Demonstration Or Protest: an outdoor, public ex-
hibition of disapproval carried out by multiple peo-
ple, who may or may not be walking, holding banners
or signs

015 hand ∗a close-up view of one or more human hands, where
the hand is the primary focus of the shot.

016 people dancing one or more, not necessarily with each other

017 nighttime ∗a shot that takes place outdoors at night. NOT
sporting events under lights

018 boat ship ∗exterior view of a boat or ship in the water, e.g.
canoe, rowboat, kayak, hydrofoil, hovercraft, aircraft
carrier, submarine, etc.

019 female human face
closeup

closeup of a female human’s face (face must clearly
fill more than 1/2 of height or width of a frame but
can be from any angle and need not be completely
visible)

020 singing ∗one or more people singing - singer(s) visible and au-
dible, solo or accompanied, amateur or professional

∗ Same definition as used in the TRECVID 2008 evaluation



Appendix B

YouTube Query Definitions

This section provides the parameter used for video data download from YouTube1. The
YouTube API offers several query parameter according to which YouTube retrieves videos.
For retrieval of the used material, two parameter were used: “tag” and “category”. Tab. (B.1)
provides the used query formulation as well as the additional category identifier.

Table B.1: Query definitions for YouTube video downloads regarding the 20 concepts used
in the experiments

TRECVID
Number

Concept Name YouTube Query∗ YouTube Category∗

001 classroom classroom school -secret -

002 chair office chair -wheel -trailer,
bürostuhl

howto&style

003 infant infant baby,
kleine babys

people&blog

004 traffic intersection traffic intersection,
strassen kreuzung

autos&vehicles

005 doorway doorway doors and gates,
türen öffnen

entertainment

006 airplane flying airplane flying -jefferson -
indoor -school -kids

autos&vehicles

007 person playing a
musical instrument

playing instrument,
learn to play instrument

music

008 bus bus -van -suv -vw -ride autos&vehicles

009 person playing soc-
cer

people playing soccer,
fussball spielen

sports

∗ Values used for YouTube API calls

1http://code.google.com/apis/youtube/
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TRECVID
Number

Concept Name YouTube Query∗ YouTube Category∗

010 cityscape cityscape -slideshow
-emakina

travel&places

011 person riding a bi-
cycle

riding bicycle,
fahrrad fahren

sports

012 telephone phone device -

013 person eating food eating contest,
essen und kochen

entertainment

014 demonstration or
protest

protesting -

015 hand hand draft -

016 people dancing people dancing,
learn to dance

people&blogs,
sports

017 nighttime by night travel&places

018 boat ship ship queen,
ship freedom,
ship royal

autos&vehicles

019 female human face
closeup

female videoblog
girl makeup

people&blog
howto&style

020 singing singing gospel,
singing choire

-

∗ Values used for YouTube API calls



Appendix C

Detailed Result Tables

This appendix contains detail result listings (per concept level) for the performed experi-
ments on the S&V target domain (tv7) and the LDC News target domain (tv5).

C.1 Details Results of Domain Adaptation: S&V

Table C.1: Results (AvgP) of domain adaptation runs on tv7 per concept for α = 0.1. Note
that results for the source domain runs can be found in Tab. (4.2)

Concept Target-
SVM

Target-
PAMIR

Aggr-
SVM

Aggr-
PAMIR

Adapt-
SVM

Adapt-
PAMIR
(fixed)

airplane flying 0.062 0.033 0.069 0.037 0.069 0.063
boat ship 0.135 0.086 0.063 0.053 0.112 0.093
bus 0.006 0.015 0.016 0.013 0.000 0.015
chair 0.010 0.009 0.008 0.007 0.005 0.008
cityscape 0.173 0.131 0.102 0.089 0.102 0.141
classroom 0.014 0.009 0.006 0.007 0.001 0.014
demo. or protest 0.008 0.006 0.104 0.079 0.018 0.056
doorway 0.005 0.009 0.003 0.005 0.005 0.012
female human
face closeup

0.010 0.009 0.035 0.027 0.010 0.028

hand 0.067 0.062 0.065 0.060 0.053 0.069
infant 0.004 0.012 0.022 0.042 0.000 0.035
nighttime 0.122 0.085 0.101 0.090 0.100 0.117
people dancing 0.022 0.007 0.006 0.006 0.013 0.008
person eating 0.034 0.409 0.005 0.005 0.178 0.334
person playing a musical in-
strument

0.011 0.011 0.040 0.030 0.010 0.026

person playing soccer 0.022 0.054 0.402 0.263 0.409 0.201
person riding a bicycle 0.310 0.285 0.043 0.016 0.067 0.285
singing 0.041 0.027 0.021 0.022 0.021 0.034
telephone 0.007 0.007 0.002 0.002 0.001 0.004
traffic intersection 0.383 0.332 0.164 0.018 0.231 0.339

MAP 0.073 0.080 0.064 0.043 0.070 0.094
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Table C.2: Results (AvgP) of domain adaptation runs on tv7 per concept for α = 0.2. Note
that results for the source domain runs can be found in Tab. (4.2)

Concept Target-
SVM

Target-
PAMIR

Aggr-
SVM

Aggr-
PAMIR

Adapt-
SVM

Adapt-
PAMIR
(fixed)

airplane flying 0.062 0.044 0.059 0.040 0.059 0.055
boat ship 0.112 0.131 0.068 0.058 0.133 0.124
bus 0.003 0.005 0.012 0.013 0.000 0.010
chair 0.010 0.007 0.008 0.007 0.005 0.007
cityscape 0.215 0.153 0.109 0.100 0.110 0.163
classroom 0.017 0.009 0.006 0.007 0.001 0.013
demo. or protest 0.007 0.015 0.110 0.080 0.027 0.073
doorway 0.006 0.010 0.003 0.005 0.005 0.012
female human
face closeup

0.007 0.008 0.037 0.023 0.006 0.016

hand 0.107 0.082 0.082 0.068 0.062 0.088
infant 0.045 0.013 0.031 0.044 0.000 0.038
nighttime 0.109 0.119 0.101 0.092 0.101 0.132
people dancing 0.004 0.005 0.006 0.006 0.012 0.006
person eating 0.448 0.443 0.018 0.006 0.269 0.436
person playing a musical in-
strument

0.011 0.019 0.034 0.031 0.010 0.026

person playing soccer 0.129 0.064 0.381 0.264 0.372 0.166
person riding a bicycle 0.373 0.324 0.075 0.018 0.082 0.316
singing 0.023 0.022 0.023 0.024 0.023 0.029
telephone 0.029 0.009 0.002 0.002 0.001 0.006
traffic intersection 0.421 0.373 0.269 0.026 0.282 0.398

MAP 0.107 0.093 0.072 0.046 0.078 0.107

Table C.3: Results (AvgP) of domain adaptation runs on tv7 per concept for α = 0.3. Note
that results for the source domain runs can be found in Tab. (4.2)

Concept Target-
SVM

Target-
PAMIR

Aggr-
SVM

Aggr-
PAMIR

Adapt-
SVM

Adapt-
PAMIR
(fixed)

airplane flying 0.062 0.070 0.074 0.042 0.074 0.095
boat ship 0.175 0.116 0.073 0.065 0.134 0.122
bus 0.021 0.034 0.012 0.013 0.000 0.037
chair 0.018 0.010 0.008 0.006 0.003 0.008
cityscape 0.228 0.171 0.125 0.110 0.125 0.179
classroom 0.009 0.010 0.005 0.008 0.000 0.018
demo. or protest 0.002 0.010 0.104 0.082 0.021 0.071
doorway 0.018 0.011 0.003 0.006 0.003 0.022
female human
face closeup

0.010 0.012 0.038 0.027 0.011 0.023

hand 0.112 0.098 0.087 0.075 0.065 0.097
infant 0.021 0.007 0.034 0.043 0.000 0.036
nighttime 0.108 0.124 0.107 0.096 0.107 0.137
people dancing 0.015 0.007 0.006 0.006 0.018 0.007
person eating 0.441 0.446 0.036 0.007 0.304 0.443
person playing a musical in-
strument

0.011 0.025 0.041 0.031 0.011 0.027

person playing soccer 0.179 0.078 0.376 0.263 0.383 0.156
person riding a bicycle 0.336 0.320 0.106 0.020 0.090 0.311
singing 0.039 0.027 0.025 0.026 0.025 0.030
telephone 0.011 0.008 0.002 0.002 0.001 0.006
traffic intersection 0.414 0.367 0.290 0.033 0.321 0.398

MAP 0.112 0.098 0.078 0.048 0.085 0.112
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Table C.4: Results (AvgP) of domain adaptation runs on tv7 per concept for α = 0.4. Note
that results for the source domain runs can be found in Tab. (4.2)

Concept Target-
SVM

Target-
PAMIR

Aggr-
SVM

Aggr-
PAMIR

Adapt-
SVM

Adapt-
PAMIR
(fixed)

airplane flying 0.062 0.059 0.077 0.046 0.077 0.085
boat ship 0.127 0.116 0.075 0.065 0.144 0.113
bus 0.025 0.018 0.013 0.013 0.000 0.016
chair 0.009 0.010 0.009 0.006 0.006 0.002
cityscape 0.225 0.188 0.135 0.117 0.136 0.188
classroom 0.019 0.011 0.005 0.008 0.000 0.016
demo. or protest 0.030 0.012 0.116 0.077 0.030 0.066
doorway 0.024 0.012 0.003 0.007 0.004 0.014
female human
face closeup

0.036 0.011 0.038 0.028 0.036 0.029

hand 0.137 0.118 0.097 0.085 0.067 0.118
infant 0.007 0.013 0.031 0.045 0.000 0.037
nighttime 0.119 0.130 0.105 0.099 0.105 0.141
people dancing 0.007 0.007 0.006 0.006 0.015 0.008
person eating 0.445 0.442 0.039 0.007 0.283 0.435
person playing a musical in-
strument

0.017 0.024 0.033 0.031 0.011 0.028

person playing soccer 0.139 0.066 0.388 0.263 0.371 0.147
person riding a bicycle 0.368 0.321 0.116 0.022 0.104 0.324
singing 0.035 0.025 0.024 0.028 0.024 0.031
telephone 0.015 0.008 0.002 0.002 0.002 0.007
traffic intersection 0.431 0.396 0.326 0.041 0.320 0.424

MAP 0.114 0.099 0.082 0.050 0.087 0.112

Table C.5: Results (AvgP) of domain adaptation runs on tv7 per concept for α = 0.5. Note
that results for the source domain runs can be found in Tab. (4.2)

Concept Target-
SVM

Target-
PAMIR

Aggr-
SVM

Aggr-
PAMIR

Adapt-
SVM

Adapt-
PAMIR
(fixed)

airplane flying 0.097 0.094 0.079 0.050 0.079 0.129
boat ship 0.176 0.118 0.096 0.069 0.143 0.118
bus 0.013 0.023 0.015 0.014 0.000 0.027
chair 0.008 0.010 0.008 0.006 0.007 0.001
cityscape 0.221 0.203 0.145 0.127 0.146 0.207
classroom 0.016 0.014 0.005 0.008 0.000 0.018
demo. or protest 0.039 0.015 0.127 0.076 0.039 0.061
doorway 0.024 0.012 0.003 0.007 0.005 0.014
female human
face closeup

0.020 0.012 0.038 0.029 0.021 0.024

hand 0.153 0.122 0.112 0.093 0.076 0.122
infant 0.023 0.019 0.026 0.047 0.001 0.058
nighttime 0.135 0.135 0.113 0.100 0.103 0.145
people dancing 0.010 0.007 0.006 0.006 0.015 0.007
person eating 0.420 0.439 0.096 0.008 0.291 0.432
person playing a musical in-
strument

0.015 0.027 0.037 0.031 0.011 0.028

person playing soccer 0.160 0.070 0.377 0.264 0.320 0.136
person riding a bicycle 0.313 0.305 0.132 0.025 0.117 0.298
singing 0.035 0.023 0.027 0.031 0.027 0.026
telephone 0.018 0.011 0.002 0.002 0.002 0.008
traffic intersection 0.329 0.338 0.303 0.050 0.371 0.343

MAP 0.112 0.100 0.088 0.052 0.087 0.112
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Table C.6: Results (AvgP) of domain adaptation runs on tv7 per concept for α = 0.6. Note
that results for the source domain runs can be found in Tab. (4.2)

Concept Target-
SVM

Target-
PAMIR

Aggr-
SVM

Aggr-
PAMIR

Adapt-
SVM

Adapt-
PAMIR
(fixed)

airplane flying 0.072 0.084 0.073 0.051 0.073 0.114
boat ship 0.127 0.117 0.095 0.072 0.148 0.117
bus 0.072 0.032 0.019 0.014 0.000 0.022
chair 0.009 0.010 0.009 0.007 0.006 0.037
cityscape 0.221 0.200 0.147 0.133 0.147 0.204
classroom 0.021 0.016 0.006 0.008 0.000 0.021
demo. or protest 0.012 0.009 0.116 0.073 0.028 0.060
doorway 0.041 0.016 0.004 0.007 0.004 0.018
female human
face closeup

0.027 0.018 0.039 0.032 0.026 0.032

hand 0.151 0.132 0.117 0.097 0.079 0.128
infant 0.044 0.008 0.032 0.045 0.000 0.032
nighttime 0.116 0.126 0.113 0.102 0.113 0.137
people dancing 0.012 0.007 0.006 0.006 0.015 0.007
person eating 0.445 0.434 0.188 0.008 0.287 0.423
person playing a musical in-
strument

0.023 0.023 0.040 0.031 0.011 0.028

person playing soccer 0.170 0.069 0.379 0.262 0.346 0.129
person riding a bicycle 0.288 0.312 0.116 0.026 0.104 0.308
singing 0.047 0.024 0.030 0.032 0.030 0.028
telephone 0.015 0.013 0.003 0.002 0.003 0.010
traffic intersection 0.439 0.341 0.323 0.050 0.371 0.357

MAP 0.118 0.100 0.093 0.053 0.090 0.111

Table C.7: Results (AvgP) of domain adaptation runs on tv7 per concept for α = 0.7. Note
that results for the source domain runs can be found in Tab. (4.2)

Concept Target-
SVM

Target-
PAMIR

Aggr-
SVM

Aggr-
PAMIR

Adapt-
SVM

Adapt-
PAMIR
(fixed)

airplane flying 0.059 0.077 0.082 0.054 0.082 0.103
boat ship 0.163 0.123 0.088 0.074 0.151 0.124
bus 0.029 0.032 0.013 0.014 0.000 0.033
chair 0.004 0.010 0.008 0.006 0.006 0.009
cityscape 0.248 0.206 0.166 0.140 0.166 0.206
classroom 0.018 0.014 0.007 0.008 0.001 0.019
demo. or protest 0.008 0.014 0.111 0.071 0.025 0.063
doorway 0.031 0.012 0.003 0.009 0.004 0.014
female human
face closeup

0.017 0.015 0.036 0.031 0.017 0.033

hand 0.145 0.136 0.126 0.104 0.080 0.136
infant 0.011 0.007 0.023 0.047 0.001 0.032
nighttime 0.135 0.140 0.123 0.104 0.123 0.145
people dancing 0.009 0.007 0.006 0.006 0.011 0.006
person eating 0.451 0.424 0.149 0.008 0.341 0.405
person playing a musical in-
strument

0.021 0.032 0.039 0.031 0.012 0.028

person playing soccer 0.237 0.081 0.379 0.261 0.339 0.128
person riding a bicycle 0.303 0.321 0.165 0.026 0.098 0.317
singing 0.042 0.024 0.031 0.035 0.031 0.027
telephone 0.025 0.016 0.003 0.002 0.003 0.010
traffic intersection 0.422 0.351 0.337 0.055 0.367 0.381

MAP 0.119 0.102 0.095 0.054 0.093 0.111
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Table C.8: Results (AvgP) of domain adaptation runs on tv7 per concept for α = 0.8. Note
that results for the source domain runs can be found in Tab. (4.2)

Concept Target-
SVM

Target-
PAMIR

Aggr-
SVM

Aggr-
PAMIR

Adapt-
SVM

Adapt-
PAMIR
(fixed)

airplane flying 0.080 0.129 0.087 0.059 0.087 0.163
boat ship 0.192 0.128 0.094 0.077 0.150 0.125
bus 0.057 0.020 0.022 0.015 0.000 0.026
chair 0.010 0.011 0.008 0.006 0.006 0.009
cityscape 0.244 0.209 0.160 0.146 0.159 0.211
classroom 0.017 0.014 0.006 0.008 0.001 0.017
demo. or protest 0.035 0.014 0.114 0.070 0.045 0.064
doorway 0.025 0.014 0.004 0.008 0.004 0.016
female human
face closeup

0.026 0.013 0.042 0.029 0.026 0.029

hand 0.144 0.141 0.128 0.108 0.078 0.137
infant 0.031 0.009 0.027 0.048 0.000 0.039
nighttime 0.136 0.136 0.115 0.105 0.115 0.143
people dancing 0.011 0.007 0.006 0.006 0.014 0.007
person eating 0.445 0.434 0.161 0.010 0.361 0.419
person playing a musical in-
strument

0.015 0.034 0.041 0.030 0.013 0.029

person playing soccer 0.166 0.072 0.378 0.264 0.323 0.126
person riding a bicycle 0.338 0.322 0.141 0.026 0.098 0.311
singing 0.040 0.028 0.032 0.035 0.032 0.031
telephone 0.009 0.014 0.003 0.002 0.003 0.009
traffic intersection 0.348 0.335 0.349 0.058 0.379 0.367

MAP 0.119 0.104 0.096 0.056 0.095 0.114

Table C.9: Results (AvgP) of domain adaptation runs on tv7 per concept for α = 0.9. Note
that results for the source domain runs can be found in Tab. (4.2)

Concept Target-
SVM

Target-
PAMIR

Aggr-
SVM

Aggr-
PAMIR

Adapt-
SVM

Adapt-
PAMIR
(fixed)

airplane flying 0.070 0.103 0.086 0.059 0.086 0.146
boat ship 0.164 0.132 0.106 0.079 0.152 0.127
bus 0.048 0.016 0.024 0.015 0.000 0.025
chair 0.011 0.011 0.008 0.006 0.006 0.009
cityscape 0.237 0.211 0.175 0.150 0.175 0.212
classroom 0.017 0.015 0.007 0.009 0.001 0.020
demo. or protest 0.035 0.013 0.119 0.068 0.055 0.060
doorway 0.032 0.015 0.004 0.008 0.004 0.018
female human
face closeup

0.032 0.020 0.044 0.035 0.032 0.038

hand 0.142 0.142 0.130 0.112 0.074 0.138
infant 0.049 0.016 0.025 0.048 0.001 0.051
nighttime 0.154 0.139 0.116 0.107 0.116 0.147
people dancing 0.010 0.006 0.007 0.006 0.015 0.007
person eating 0.441 0.422 0.197 0.011 0.397 0.411
person playing a musical in-
strument

0.015 0.036 0.044 0.030 0.014 0.029

person playing soccer 0.201 0.074 0.366 0.268 0.341 0.124
person riding a bicycle 0.288 0.313 0.158 0.028 0.117 0.303
singing 0.040 0.024 0.029 0.036 0.029 0.028
telephone 0.021 0.018 0.003 0.002 0.004 0.011
traffic intersection 0.395 0.333 0.336 0.058 0.356 0.384

MAP 0.120 0.103 0.099 0.057 0.098 0.114
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C.2 Details Results of Domain Adaptation: LDC News

Table C.10: Results (AvgP) of domain adaptation runs on tv5 per concept for α = 0.1.
Note that results for the source domain runs can be found in Tab. (4.2)

Concept Target-
SVM

Target-
PAMIR

Aggr-
SVM

Aggr-
PAMIR

Adapt-
SVM

Adapt-
PAMIR
(fixed)

airplane flying 0.074 0.063 0.079 0.021 0.036 0.079
boat ship 0.015 0.013 0.023 0.007 0.018 0.012
bus 0.006 0.004 0.007 0.005 0.000 0.009
cityscape 0.016 0.012 0.017 0.005 0.012 0.015
classroom 0.026 0.016 0.008 0.003 0.017 0.019
demo. or protest 0.021 0.023 0.026 0.026 0.040 0.020
hand 0.014 0.010 0.013 0.003 0.001 0.017
infant 0.001 0.002 0.001 0.001 0.000 0.002
nighttime 0.170 0.125 0.185 0.101 0.125 0.139
person playing soccer 0.097 0.061 0.103 0.008 0.047 0.072
singing 0.025 0.027 0.035 0.002 0.005 0.036
telephone 0.018 0.004 0.004 0.002 0.002 0.010

MAP 0.041 0.030 0.042 0.015 0.026 0.036

Table C.11: Results (AvgP) of domain adaptation runs on tv5 per concept for α = 0.2.
Note that results for the source domain runs can be found in Tab. (4.2)

Concept Target-
SVM

Target-
PAMIR

Aggr-
SVM

Aggr-
PAMIR

Adapt-
SVM

Adapt-
PAMIR
(fixed)

airplane flying 0.101 0.067 0.123 0.026 0.044 0.078
boat ship 0.023 0.013 0.032 0.008 0.019 0.012
bus 0.009 0.007 0.013 0.005 0.000 0.007
cityscape 0.017 0.007 0.015 0.005 0.010 0.008
classroom 0.031 0.036 0.021 0.003 0.023 0.045
demo. or protest 0.021 0.022 0.018 0.026 0.037 0.022
hand 0.011 0.009 0.014 0.004 0.001 0.013
infant 0.000 0.001 0.001 0.001 0.000 0.002
nighttime 0.248 0.154 0.204 0.123 0.174 0.160
person playing soccer 0.134 0.058 0.156 0.010 0.048 0.060
singing 0.034 0.042 0.068 0.002 0.005 0.049
telephone 0.014 0.003 0.003 0.002 0.002 0.003

MAP 0.053 0.035 0.056 0.018 0.031 0.039
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Table C.12: Results (AvgP) of domain adaptation runs on tv5 per concept for α = 0.3.
Note that results for the source domain runs can be found in Tab. (4.2)

Concept Target-
SVM

Target-
PAMIR

Aggr-
SVM

Aggr-
PAMIR

Adapt-
SVM

Adapt-
PAMIR
(fixed)

airplane flying 0.116 0.063 0.123 0.028 0.047 0.086
boat ship 0.032 0.010 0.038 0.008 0.019 0.015
bus 0.005 0.005 0.006 0.005 0.000 0.005
cityscape 0.015 0.010 0.022 0.005 0.014 0.011
classroom 0.042 0.052 0.028 0.003 0.031 0.051
demo. or protest 0.021 0.023 0.023 0.027 0.034 0.022
hand 0.018 0.012 0.023 0.005 0.012 0.011
infant 0.001 0.001 0.001 0.001 0.000 0.001
nighttime 0.254 0.152 0.243 0.141 0.192 0.155
person playing soccer 0.117 0.067 0.127 0.014 0.049 0.066
singing 0.048 0.038 0.066 0.002 0.006 0.049
telephone 0.021 0.003 0.003 0.002 0.002 0.004

MAP 0.057 0.035 0.059 0.020 0.034 0.040

Table C.13: Results (AvgP) of domain adaptation runs on tv5 per concept for α = 0.4.
Note that results for the source domain runs can be found in Tab. (4.2)

Concept Target-
SVM

Target-
PAMIR

Aggr-
SVM

Aggr-
PAMIR

Adapt-
SVM

Adapt-
PAMIR
(fixed)

airplane flying 0.120 0.073 0.125 0.028 0.068 0.081
boat ship 0.024 0.015 0.026 0.008 0.019 0.014
bus 0.008 0.008 0.008 0.005 0.000 0.007
cityscape 0.018 0.014 0.015 0.006 0.010 0.015
classroom 0.054 0.067 0.029 0.004 0.038 0.068
demo. or protest 0.022 0.026 0.023 0.029 0.038 0.025
hand 0.024 0.022 0.027 0.006 0.010 0.018
infant 0.001 0.002 0.001 0.001 0.000 0.001
nighttime 0.271 0.155 0.270 0.147 0.195 0.162
person playing soccer 0.135 0.079 0.138 0.018 0.071 0.081
singing 0.055 0.044 0.070 0.002 0.007 0.058
telephone 0.032 0.003 0.018 0.002 0.002 0.004

MAP 0.064 0.046 0.063 0.022 0.038 0.045

Table C.14: Results (AvgP) of domain adaptation runs on tv5 per concept for α = 0.5.
Note that results for the source domain runs can be found in Tab. (4.2)

Concept Target-
SVM

Target-
PAMIR

Aggr-
SVM

Aggr-
PAMIR

Adapt-
SVM

Adapt-
PAMIR
(fixed)

airplane flying 0.136 0.078 0.152 0.033 0.095 0.088
boat ship 0.054 0.016 0.038 0.011 0.019 0.017
bus 0.011 0.006 0.008 0.006 0.000 0.006
cityscape 0.023 0.012 0.027 0.006 0.015 0.015
classroom 0.053 0.086 0.014 0.004 0.041 0.066
demo. or protest 0.021 0.026 0.023 0.029 0.037 0.025
hand 0.021 0.013 0.022 0.006 0.014 0.013
infant 0.001 0.002 0.001 0.001 0.000 0.001
nighttime 0.279 0.173 0.267 0.157 0.193 0.183
person playing soccer 0.152 0.088 0.145 0.021 0.075 0.090
singing 0.083 0.048 0.076 0.002 0.009 0.061
telephone 0.034 0.003 0.016 0.002 0.002 0.003

MAP 0.072 0.046 0.066 0.023 0.042 0.048
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Table C.15: Results (AvgP) of domain adaptation runs on tv5 per concept for α = 0.6.
Note that results for the source domain runs can be found in Tab. (4.2)

Concept Target-
SVM

Target-
PAMIR

Aggr-
SVM

Aggr-
PAMIR

Adapt-
SVM

Adapt-
PAMIR
(fixed)

airplane flying 0.167 0.072 0.158 0.037 0.107 0.083
boat ship 0.036 0.015 0.033 0.012 0.019 0.014
bus 0.011 0.006 0.007 0.006 0.000 0.006
cityscape 0.026 0.019 0.029 0.006 0.015 0.022
classroom 0.078 0.118 0.031 0.004 0.041 0.110
demo. or protest 0.026 0.026 0.026 0.030 0.040 0.026
hand 0.040 0.022 0.040 0.008 0.018 0.020
infant 0.001 0.002 0.001 0.001 0.001 0.001
nighttime 0.283 0.169 0.276 0.162 0.209 0.176
person playing soccer 0.152 0.088 0.144 0.026 0.072 0.085
singing 0.087 0.040 0.079 0.002 0.010 0.048
telephone 0.040 0.003 0.022 0.002 0.002 0.003

MAP 0.079 0.048 0.071 0.025 0.044 0.050

Table C.16: Results (AvgP) of domain adaptation runs on tv5 per concept for α = 0.7.
Note that results for the source domain runs can be found in Tab. (4.2)

Concept Target-
SVM

Target-
PAMIR

Aggr-
SVM

Aggr-
PAMIR

Adapt-
SVM

Adapt-
PAMIR
(fixed)

airplane flying 0.160 0.067 0.141 0.037 0.098 0.080
boat ship 0.039 0.015 0.043 0.012 0.019 0.015
bus 0.008 0.005 0.007 0.006 0.000 0.006
cityscape 0.030 0.019 0.033 0.006 0.023 0.022
classroom 0.107 0.133 0.032 0.004 0.045 0.122
demo. or protest 0.025 0.027 0.026 0.030 0.035 0.026
hand 0.032 0.017 0.036 0.008 0.018 0.017
infant 0.001 0.002 0.001 0.001 0.001 0.001
nighttime 0.284 0.170 0.276 0.165 0.219 0.179
person playing soccer 0.121 0.089 0.129 0.031 0.068 0.089
singing 0.084 0.042 0.079 0.002 0.010 0.044
telephone 0.040 0.003 0.013 0.002 0.002 0.003

MAP 0.078 0.049 0.068 0.025 0.045 0.049

Table C.17: Results (AvgP) of domain adaptation runs on tv5 per concept for α = 0.8.
Note that results for the source domain runs can be found in Tab. (4.2)

Concept Target-
SVM

Target-
PAMIR

Aggr-
SVM

Aggr-
PAMIR

Adapt-
SVM

Adapt-
PAMIR
(fixed)

airplane flying 0.153 0.065 0.122 0.037 0.092 0.074
boat ship 0.044 0.018 0.043 0.013 0.021 0.017
bus 0.009 0.005 0.011 0.006 0.000 0.006
cityscape 0.030 0.021 0.033 0.006 0.015 0.023
classroom 0.107 0.127 0.054 0.004 0.047 0.112
demo. or protest 0.029 0.027 0.025 0.030 0.035 0.026
hand 0.040 0.023 0.036 0.008 0.018 0.024
infant 0.001 0.002 0.001 0.001 0.001 0.001
nighttime 0.286 0.174 0.269 0.170 0.214 0.181
person playing soccer 0.135 0.090 0.147 0.037 0.076 0.084
singing 0.090 0.031 0.096 0.002 0.012 0.037
telephone 0.050 0.003 0.018 0.002 0.002 0.003

MAP 0.081 0.049 0.071 0.026 0.047 0.049
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Table C.18: Results (AvgP) of domain adaptation runs on tv5 per concept for α = 0.9.
Note that results for the source domain runs can be found in Tab. (4.2)

Concept Target-
SVM

Target-
PAMIR

Aggr-
SVM

Aggr-
PAMIR

Adapt-
SVM

Adapt-
PAMIR
(fixed)

airplane flying 0.150 0.071 0.145 0.037 0.095 0.079
boat ship 0.040 0.017 0.041 0.013 0.019 0.017
bus 0.008 0.006 0.008 0.006 0.000 0.006
cityscape 0.036 0.025 0.039 0.007 0.025 0.025
classroom 0.093 0.116 0.043 0.004 0.052 0.110
demo. or protest 0.029 0.028 0.028 0.030 0.039 0.027
hand 0.046 0.021 0.040 0.008 0.020 0.019
infant 0.001 0.002 0.001 0.001 0.001 0.001
nighttime 0.284 0.172 0.275 0.166 0.212 0.180
person playing soccer 0.139 0.092 0.152 0.040 0.081 0.087
singing 0.102 0.035 0.088 0.003 0.019 0.040
telephone 0.048 0.003 0.018 0.002 0.002 0.003

MAP 0.082 0.049 0.074 0.027 0.047 0.050
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