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Abstract

Anomaly Detection is the process of finding outlying record from a given data set. This problem has been of increasing importance due to the increase in the size of data and the need to efficiently extract those outlying records which could indicate unauthorized access of the system, credit card theft or the diagnosis of a disease. The aim of this bachelor thesis is to implement a RapidMiner extension that contains the most applicable unsupervised anomaly detection algorithms to enable non-experts to easily apply them. Second an evaluation of the implemented algorithms was carried out in an attempt to show the relative strength and weakness of the algorithms. Two new algorithms were introduced. The first one is a global variant of cluster-based local outlier factor (CBLOF) which tries to overcome its shortcomings, the second one is local density based algorithm called local density cluster-based outlier factor. The performance of the implemented and the proposed algorithms were evaluated on real world data sets from the UCI machine learning repository. The proposed algorithms showed promising results where they outperformed CBLOF.
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Chapter 1

Introduction

A record is said to be anomalous or outlying if its behavior does not conform with the behavior of the majority of the dataset. These records have been of increasing interest because their presence could indicate unauthorized usage of the system, a failure in part of the system or a diagnosis of a disease.

There are many domains which require anomaly detection systems. One of which is intrusion detection where a user can try to gain extra privileges on the system or an unauthorized user can try gain access on the system. One of the main challenges in this domain is that the data size is enormous thus even small false alarm rates would overwhelm the analyst. Moreover the nature of both normal and anomalous packets is constantly changing. Another domain is fraud detection. Organizations that needs such systems include banks, credit card companies, insurance companies and phone companies. Such systems monitor individual user profiles and report any uncommon behavior. Anomaly detection is also applied in the medical sectors. Anomalies in this domain can indicate a disease, a fault in one of the instruments or incorrect usage of the instruments, all of which require immediate action to be taken. Other domains include but are not limited to industrial damage control, image processing and sensor networks.

There are many approaches to solve the anomaly detection problem. The approaches that are more widely applicable are unsupervised approaches as they do not require labeled data. Even though many techniques exist, the strength and weaknesses of each of them are still unfolding. This bachelor thesis attempts to provide more insights into the behavior of some unsupervised anomaly detection algorithms. In order to do that a RapidMiner [10] Extension Anomaly Detection was developed that contains several unsupervised anomaly detection techniques. In contrast to machine learning, there is no freely available toolkit such as the extension implemented for non-experts in the anomaly detection domain. The target of the extension was to get those unsupervised algorithms efficiently implemented in order to be able to perform the necessary comparisons as well as release that extension so that non-experts, analysts and researchers could freely use the algorithms and experiment with them.

The contributions of this thesis can be summarized in the following points:
1. Releasing a RapidMiner Extension *Anomaly Detection*\(^1\) that contains the following unsupervised anomaly detection techniques:

   (a) k-NN Global Anomaly Score.
   (b) Local Outlier Factor (LOF).
   (c) Connectivity-Based Outlier Factor (COF).
   (d) Local Outlier Probability (LoOP).
   (e) Influenced Outlierness (INFLO).
   (f) Local Correlation Integral (LOCI).
   (g) Cluster-Based Local Outlier Factor (CBLOF).
   (h) Local Density Cluster-Based Outlier Factor (LDCOF).

2. Introducing two clustering based algorithms, unweighted-CBLOF and LDCOF. The first is a global variant of CBLOF, the latter applies the local density based approach to the output of clustering algorithms.

3. Evaluation and comparison of the implemented algorithms on real world data sets.

\(^1\)Project url http://madm.dfki.de/rapidminer/anomalydetection
Chapter 2

Background

This chapter contains an overview of anomaly detection describing the terminologies used and the different faces of the anomaly detection problem. It also gives a brief introduction on RapidMiner why it was the data mining tool of choice and the different terminologies used in the software.

2.1 Anomaly Detection

2.1.1 The Anomaly Detection Problem

In this section we will describe the various aspects of the anomaly detection problem. Information in this section was obtained from the surveys [4, 7].

There are several topics related to anomaly detection. Noise detection, which is processing the data in order to remove unwanted noise so that the patterns in the data could be better studied. However this differs from anomaly detection in the sense that in anomaly detection we are interested in finding those records rather than filtering them. Novelty Detection, which refers to the detection of new patterns that were previously absent or overlooked. The normal model is usually modified by those patterns which is the major discrepancy between it and anomaly detection. The approaches used to solve those related topics are often similar to outlier detection.

There are a number of challenges that makes the anomaly detection problem increasingly obscure. To begin with the border line between normal and anomalous behavior is often imprecise. Also in certain domain such as in intrusion detection the normal behavior is constantly evolving such that those changes might be mistakenly identified as outliers. Moreover the anomaly detection techniques needs to be adapted to the different application domains. Also the scarcity of labeled data for training and validation imposes limitations on the results and conclusions reached.

Anomalies can be classified into either point anomalies, contextual anomalies or collective anomalies. The earlier is when single data records deviate from the remainder of the data sets. This is the simplest kind and the one which is most addressed by the existing algorithms. Contextual anomalies is when the record has behavioral as well as contextual
attributes. The same behavioral attributes could be considered normal in a giving context and anomalous in another. Whilst the collective anomalies is when a group of similar data are deviating from the remainder of the data set. This can only occur in data sets where the records are related to each other. Contextual anomalies can be converted into point anomalies by aggregating over the context. The algorithms implemented in the extension all explicitly handle point anomalies.

Anomaly Detection techniques can be applied in either on-line or off-line modes. Online mode refers to when new data are continually introduced and anomalies should be detected in those data. Off-line mode refers to when anomalies are detected in already existing databases.

Anomaly detection techniques can be divided according to the type of training data expected. The first type is the supervised technique. This technique operate on two phases first the training phase and then the testing phase. The training set for supervised algorithms contains labels for both normal and abnormal records, according to this set a model is learned in the training phase that is latter used to label the unclassified record. The second type is the semi-supervised. Similar to the earlier technique it also requires a training phase. The training set however contains only normal records. A record would be labeled outlying if it deviates from the learned normal model. The third technique is the unsupervised technique. The unsupervised technique expects no labels in the training set. It usually does not have a training phase as all the data is expected to be present before the initialization of the algorithm. It assumes that anomalies are much less common than the normal data in the data set.

Even though the unsupervised anomaly detection might not be the most robust technique, it is the most applicable. The other techniques both require labeling data to produce the appropriate training set which is an expensive, time consuming and burdensome task. Supervised techniques produces reliable outcomes with low false alarm rates when the abnormal behavior encountered was present in the training set. However since the range of abnormal behaviors are impossible to cover as they are always changing, the technique can not detect new types of attacks. Semi-supervised approaches are more intuitive as normal behavior can be appropriately modeled especially in fields such as aviation control and medical diagnosis. Difficulties that face this model is that the training set should cover the broad spectrum of normal behavior. An inappropriate training set would produce misleading results. Also in fields where the normal behavior is constantly evolving such as intrusion detection the model should be frequently modified. The unsupervised technique does not require any labels which makes it more convenient. On the other hand if the main assumption that this technique employs is violated the results would be useless. Another advantage of the other two techniques is that they are appropriate for on-line anomaly detection as incoming data can be classified using the learned model. Unsupervised techniques can be adapted for on-line detection upon the availability of a sufficiently large data base which would enable comparison with new data.

There are two possible outputs for anomaly detection algorithms, scores and labels. Scoring assigns a degree of outlierness to each record, while labeling outputs whether the record is anomalous or not. Scores are more informative to analysts and they can be readily converted to labels by choosing a particular threshold. Therefore the algorithms that were implemented in this extension were chosen to output scores.
2.1.2 Approaches to Anomaly Detection

There are many approaches proposed in order to solve the anomaly detection problem. In this section we will highlight the properties of each approach.

The approaches could either be global or local. Global approaches refer to the techniques in which the anomaly score assigned to each instance is with respect to the entire data set. On the other hand local approaches is when the anomaly score represents the outlierness of the data point with respect to its neighborhood. The local approaches detect outliers that can not be detected with the global methods. Figure 2.1 shows an example of such a case. As shown there are two clusters $C_1$ and $C_2$ where $C_2$ is more dense that $C_1$. $o_1$ is an example of an outlier that can be equally detected by global and local methods. $o_2$ however is an outlier that can only be detected by the local methods. $o_2$ is an outlier relative to cluster $C_2$, however it will not be labeled as an outlier by the global methods as the relative distance between it and the elements in $C_2$ is comparable to the distance between the elements, in cluster $C_1$, thus if the global threshold was chosen to be this distance $o_2$ will be unseen by the global methods.

According to the anomaly detection survey [4] the techniques can be grouped into one of the following main categories classification based, nearest-neighbor based, clustering based and statistical based. Classification based algorithms are mainly supervised algorithms that assumes that the distinction between anomalous and normal instances can be modeled for a particular feature space. Nearest-neighbor based algorithms assume that anomalies lie in sparse neighborhoods and that they are distant from their nearest neighbors. They are mainly unsupervised algorithms. Clustering based algorithms work by grouping similar objects into clusters and assume that anomalies either do not belong to any cluster, or that they are distant from their cluster centers or that they belong to small and sparse clusters. The majority are unsupervised algorithms but some semi-supervised algorithms were introduced. Statistical approaches label objects as anomalies if they deviate from the assumed stochastic model.
In the implemented extension nearest-neighbor based and clustering based algorithms were implemented. This is mainly because they are intuitively unsupervised which suits the aim of the extension.

2.2 RapidMiner

RapidMiner [10] is an international open-source data mining framework. It enables users to model complex knowledge discovery processes as it supports nested operator chains. RapidMiner can function off-line on a given data set. Also it can be used to model complex processes by the aid of its graphical user interface. Moreover RapidMiner can be used as a library in other programs.

There are several reasons which made RapidMiner the data mining tool of choice. First it has many data loading, modeling, preprocessing and visualization methods. This avoids the trouble of preprocessing the data sets. It also helps to visualize the results. It has an easy to use yet robust graphical user interface that facilitates the modeling of different complex processes. It is also modular. This allows to use some functionalities for the extension, for example, the distance measures were used for the anomaly detection operators. Finally it is easily extensible.

2.2.1 Terminology

These are some of the common terminologies used in RapidMiner.

Example Table Is the basic data storage object in RapidMiner. The data is organized in a row-wise fashion and the columns are just rationally present. The programmers have little interaction with the example table itself.

Example Set It is based on the example table where the examples and the attributes represent the rows and the columns respectively.

Special Attribute Special attributes are those that are not used in the normal processing as they have predefined roles. For example the label, cluster, id and outlier attributes.

Operator Operators are the building blocks for RapidMiner. They can be simple operators or they can be more complex where other operators can be nested in them. The input and the output of the operators are defined as well as the conditions that the input should satisfy.

2.2.2 Including RapidMiner Extensions

There are two ways to include the RapidMiner extension into RapidMiner. First you can use the update manager which is available in the help menu to install Anomaly Detection
extension \(^1\). Also the jar file can be added to the lib/plugins folder of your RapidMiner installation directory.

\(^1\)Currently Anomaly Detection extension is available on Rapid-i market place which is currently running in the beta phase. In order to include the extension using the update manager you need to change the update url to \textit{http://rapidupdate.de:8180/UpdateServer} from the preferences accessible from the tools menu.
Chapter 3

Algorithms

3.1 Nearest-Neighbor Based

Algorithms that are based on nearest-neighbor based methods assume that the outliers lie in sparse neighborhoods and that they are distant from their nearest neighbors.

Through out the remainder of the thesis let $k$ denote a positive integer, $r$ a real number, $D$ the data set and partitions $\{o, p, q\} \subseteq D$.

3.1.1 Neighborhoods

The neighborhood is defined as the set of points lying near the object and thus affecting its anomaly score. There are two types of neighborhoods shown in figure 3.1; the k-neighborhood and the r-neighborhood. These neighborhoods are explained below.

$k$-distance\((p)\) is equal to $d(p, q)$ where $q \in D$ and $q$ satisfies the following conditions. The 5-distance(p) is shown in figure 3.1(a).

1. For at least $k$ objects $q' \in D$ it holds that $d(p, q') \leq d(p, q)$
2. For at most $k-1$ objects $q' \in D$ it holds that $d(p, q') < d(p, q)$

$k$-neighborhood\((p)\) is the set of objects that lie within $k$-distance\((p)\). The shaded region in figure 3.1(a) shows the neighborhood.

$r$-neighborhood\((p)\) is the set of objects lying within $r$ distance from $p$. The shaded region in figure 3.1(b) shows the neighborhood.

The $k$-neighborhood\((p)\) would be denoted by $N_k(p)$ and the $r$-neighborhood by $N(p, r)$ for the rest of the thesis.

Density based approaches that use $k$-neighborhood can face some problems in case there are duplicates in the data set. This arises as the density is inversely proportional to the distance and in case we have at least $k+1$ duplicates of some point then the $k$-distance would be equal to 0 and thus the estimated density would be infinite. The solution that
was proposed in [3] was utilized for these cases. The solution states that the conditions of the k-distance defined above would only apply to objects with distinct spatial coordinates. Meaning that if we have \( D = \{ p_1, p_2, p_3, p_4 \} \) where the coordinates of \( p_2 \) is the same as \( p_3 \) and \( d(p_1, p_2) = d(p_1, p_3) \leq d(p_1, p_4) \), then 2-distance(\( p_1 \)) would correspond to \( d(p_1, p_4) \) and not \( d(p_1, p_3) \).

It should be noted that the k-distance(\( p \)) is always unique, while the cardinality of the k-neighborhood set could be greater than \( k \).

### 3.1.2 KNN: K Nearest Neighbors

K nearest neighbors is a global distance based algorithm. The neighborhood used for this algorithm is the k-neighborhood. The anomaly score is either set to the average distance of the nearest \( k \) neighbors similar to the algorithm proposed in [2] or to the k-distance like the algorithm proposed in [12]. The earlier approach has equation 3.1.

\[
knn(p) = \frac{\sum_{o \in N_k(p)} d(p, o)}{|N_k(p)|}
\]  

### 3.1.3 LOF: Local Outlier Factor

Local outlier factor was originally proposed in [3]. This is the first local density based algorithm. LOF uses the k-neighborhood.

Local density based methods compare the local density of the object to that of its neighbors. For the LOF to accomplish that the following definitions were used.

\text{reach-dist}(p,o) \quad \text{The reachability distance is the maximum of } d(p,o) \text{ and } k-distance(o).

It is mainly introduced for smoothing local density.
Local reachability density (lrd) The local reachability density of object p relative to $N_k(p)$ is the inverse of the mean reachability distance over the neighborhood set.

$$lrd_{N_k(p)}(p) = \frac{|N_k(p)|}{\sum_{o \in N_k(p)} \text{reach-dist}(p, o)}$$

Local Outlier Factor (LOF) The local outlier factor is the ratio between the average local reachability density of the neighborhood to that of the object.

$$\text{LOF}_{N_k(p)}(p) = \frac{\sum_{o \in N_k(p)} lrd_{N_k(o)}(o)}{|N_k(p)| \cdot lrd_{N_k(p)}(p)}$$

The values of the LOF oscillates with the change in the size of the neighborhood. Therefore to improve the results a range is defined for the size of the neighborhood and the maximum LOF score over that range is taken as the final score. The authors of [3] provided some guidelines for choosing the bounds of the neighborhood size range. The lower bound should be greater than 9 in order to smooth statistical fluctuations and it should represent the size of the smallest non-outlying cluster that can be present in the data set. The upper bound should represent the maximum number of objects that can possibly be local outliers which is typically around 20.

Normal data would have a LOF score of approximately equal to 1, while outliers will have scores greater than 1. This is explained by the fact that if the data lies within a cluster then local density would be similar to that of its neighbors getting a score equal to 1. For a sufficiently large data set a LOF score of up to 2 would indicate that the point is normal.

As the local density based methods are able to detect outliers that were unseen by the global methods and because of the easy interpretability of its score several variants of LOF were developed. Some of which are explained in the following sections.

### 3.1.4 COF: Connectivity-Based Outlier Factor

The connectivity-based outlier factor is a local density based approach proposed in [13] in order to handle outliers deviating from spherical density patterns. It is a variant of LOF that also uses the k-neighborhood.

In contrast to LOF, COF is able to handle outliers deviating from low density patterns. An example of such patterns are straight lines. The data set shown in figure 3.2 shows an example of the superiority of COF in handling outliers deviating from a straight line. The outlying points are points A and B, where A is less outlying than B. LOF fails to label A as outlying having a score of 0.957, while COF labels A as outlying having a score of 1.274. The points at the end of the straight line are given a high outlier score in case of LOF which is inaccurate as they occur within the straight line pattern. Point B is identified as outlying with both algorithms as it is sufficiently far from the pattern.

COF accomplishes its aim by representing the local density of the points differently. The local density in the COF is the inverse of the average chaining distance. The average
Figure 3.2: 2D data set [13] that shows the ability of COF to handle outliers deviating from low density patterns. The color and the size are proportional to the outlier score. $k=10$.

chaining distance in contrast to the local reachability distance of the LOF does not use the distance between the point to the points in its neighborhood. Figure 3.3 shows the difference in calculation of the local density for LOF and COF. The dotted lines show the distances used for the local density calculations of LOF, while the solid lines show that of COF. The exact method of calculation of the average chaining distance is explained below.

During the calculation of the average chaining distance for a point $p$ we distinguish between two sets, the set of objects connected to $p$ and the remainder of the neighborhood set, let $P$ denote the earlier and $Q$ denote the latter.

The distance between the two sets and the nearest neighbor of set $P$ in $Q$ are defined as follows. Let $o \in P$ and $q \in Q$.

$d(P,Q)$ The distance between the set $P$ and $Q$ is the minimum distance between their elements, denoted be $d(P,Q)$

$\text{nearest-neighbor}(P,Q)$ $q$ is the nearest neighbor of $P$ in $Q$ if $\exists o$ such that $d(o,q) = d(P,Q)$. 

Figure 3.3: Example showing the distances used in the calculation of the local density of LOF and COF. The distances of LOF are represented by the dotted lines, while that of COF are represented by the solid lines.
The average chaining distance is calculated using the cost description sequence (CDS). The easiest way to explain the CDS is by the use of the following pseudo code.

```plaintext
declare CDS[|N_k(p)|]
set P to \{p\}
set Q to N_k(p)
for \(i = 1 \rightarrow |N_k(p)|\) do
    set q to nearest-neighbor(P,Q)
    set CDS[i] to d(P,Q)
    set P to P \cup \{q\}
    set Q to Q - \{q\}
end for
```

The average chaining distance and the COF are computed using the following formula.

**Average chaining distance**

\[
\text{ac-Dist}_{N_k(p_1)}(p_1) = \sum_{i=1}^{r} \frac{2(r - i + 1)}{r(r + 1)} \cdot CDS_i \text{ where } r = |N_k(p_1)|
\]

**Connectivity based outlier Factor (COF)** The connectivity based outlier factor is the ratio of the average chaining distance of \(p\) to the mean of the average chaining distance over the \(k\)-neighborhood of \(p\).

\[
\text{COF}_k(p) = \frac{|N_k(p)| \cdot \text{ac-dist}_{N_k(p)}(p)}{\sum_{o \in N_k(p)} \text{ac-dist}_{N_k(o)}(o)}
\]

As observed by the formulas the average chaining distance is the weighted sum of the cost description sequence. The earlier edges have a greater contribution to the sum than the latter edges.

Like LOF a score near to 1 indicates that the point is not an outlier. A score much greater than 1 indicates outlierness.

3.1.5 INFLO : Influenced Outlierness

INFLO was introduced in [8]. It is also based on LOF, however it expands the neighborhood of the object to the influence space (IS) of the object.

INFLO was introduced in order to handle the case where clusters with varying densities are in close proximity. Figure 3.4(a) shows an example of such a case. The data sets has two clusters \(C_1\) and \(C_2\), where \(C_1\) is more dense than \(C_2\). Point \(p\) for instance would have the same or an even higher LOF score when \(k\) is equal to 3 as point q. This is because the nearest neighbors of \(p\) all lie within cluster \(C_1\) as shown in the figure. This is counter intuitive as point \(p\) actually lies within cluster \(C_2\). The influence space overcomes that problem by taking more neighbors into account, namely the reverse \(k\) nearest neighbors set \((RNN_k)\). \(RNN_k(p)\) is the set of objects that has \(p\) in its \(k\)-neighborhood set. This is shown in figure 3.4(b) where s and t are the reverse neighbors of \(p\). The definitions of \(RNN_k\) and IS are given below.
Reverse k Nearest Neighbor set (RNN)

\[ RNN_k(p) = \{ q | q \in D \wedge p \in N_k(q) \} \]

Influence Space (IS)

\[ IS_k(p) = RNN_k(p) \cup N_k(p) \]

The calculation of the INFLO score is performed as local density approaches by comparing the local density of the object to the average of its influence space. The formulas used are given below.

**Local Density** \( \text{den}_k(p) \) is the inverse of its k-distance.

\[ \text{den}_k(p) = \frac{1}{\text{k-distance}(p)} \]

**Average density** \( \text{den}_{\text{avg},k}(S) \) where \( S \subseteq D \) is equal to the average local density over set \( S \).

\[ \text{den}_{\text{avg},k}(S) = \frac{\sum_{i \in S} \text{den}_k(i)}{|S|} \]

**Influenced Outliers (INFLO)**

\[ \text{INFLO}_k(p) = \frac{\text{den}_{\text{avg},k}(IS_k(p))}{\text{den}_k(p)} \]

Similar to the previous methods an INFLO score of 1 represents objects lying inside clusters, while an INFLO score greater than 1 identifies local density outliers.

### 3.1.6 LoOP: Local Outlier Probability

The algorithm was proposed in [9]. It works on the k-neighborhood of the object. LoOP is a local density based method that uses some statistical concepts to output the final score. This combines the advantages of both approaches. The local density based methods
which do not assume the data is following any distribution and the sound mathematical reasoning of the statistical model.

The LoOP score represents the probability that a particular point is a local density outlier. This probability enables easy comparison of data points with the same data set as well as across different data sets.

In order to achieve that the LoOP is calculated as follows. The normalization factor is denoted by $\lambda$.

**The standard distance** $\sigma(o, N_k(o))$ is defined as the standard deviation of the distance around $o$.

$$\sigma(o, N_k(o)) = \sqrt{\frac{\sum_{s \in N_k(o)} d(o, s)^2}{|S|}}$$

**Probabilistic set distance (pdist)** $pdist(\lambda, o, N_k(o))$ defined as follows.

$$pdist(\lambda, o, N_k(o)) = \lambda \cdot \sigma(o, N_k(o))$$

**Probabilistic Local Outlier Factor (PLOF)** $PLOF_{\lambda,S(o)}(o)$ represents the ratio of the density estimation.

$$PLOF_{\lambda,N_k(o)}(o) = \frac{pdist(\lambda, o, N_k(o)) \cdot |N_k(o)|}{\sum_{s \in N_k(o)} pdist(\lambda, s, N_k(s))} - 1$$

**The aggregate Probabilistic Local Outlier Factor (nPLOF)** This is the scaling factor that makes the score independent from any distribution.

$$nPLOF(\lambda) = \lambda \cdot \sqrt{\frac{\sum_{o \in D} PLOF_{\lambda,N_k(o)}(o)^2}{|D|}}$$

**Local Outlier Probability (LoOP)**

$$LoOP_{N_k(o)}(o) = \max(0, erf\left(\frac{PLOF_{\lambda,S(o)}}{nPLOF \cdot \sqrt{2}}\right))$$

The approach is based on the following two assumptions:

1. That the point is the center of its neighborhood set.
2. The behavior of the distances simulates the behavior of the positive leg of the normal distribution.

The first assumption is violated particularly when the point is outlying. This violation will result in the overestimation of the PLOF as a result of the increase in the standard distance of the outlying point. This effect is in fact desirable because it will emphasize that the point is outlying.
The second assumption in contrast to the statistical methods makes the assumption only about the distribution of the distances and not the distribution of the points. This assumption holds for both Manhattan and euclidean distances according to the central limit theorem.

The addition of statistical concepts to the local density methods makes the LoOP scores independent from any distribution. This makes it capable of handling non-uniform clusters such as clusters generated by a Gaussian model which is handled poorly by LOF for instance.

3.1.7 LOCI: Local Correlation Integral

This algorithm was proposed in [11]. The local correlation integral algorithm does not have any critical parameters such as the k in the algorithms discussed in the previous sections. This stems from the conviction of the original paper that the determination of such critical parameters should not be left for the end users to decide as they are probably domain experts and have limited knowledge about the materialization of the algorithms. This saves the users the troublesome task of trying different parameter setting to obtain the optimal output. This is done by considering all the different r values and taking the maximum score.

The local correlation integral algorithm flags the object as an outlier if the difference in the local density between it and its neighbors is considerable. To detect that the relative deviation of the local density from the average local neighborhood density is obtained; this deviation is called multi-granularity deviation factor (MDEF). MDEF is calculated as follows.

Let \( \alpha \) denote a real number between 0 and 1 and \( n(p, r) \) denote the cardinality of the r-neighborhood.

**Average number of neighbors**

\[
\hat{n}(p_i, r, \alpha) = \frac{\sum_{p \in N(p_i, r)} n(p, \alpha r)}{n(p_i, r)}
\]

**Standard deviation of the r-neighborhood**

\[
\sigma_{\hat{n}}(p_i, r, \alpha) = \sqrt{\frac{\sum_{p \in N(p_i, r)} (n(p, \alpha r) - \hat{n}(p_i, r, \alpha))^2}{n(p_i, r)}}
\]

**Multi-granularity factor (MDEF)**

\[
MDEF(p_i, r, \alpha) = 1 - \frac{n(p_i, \alpha r)}{\hat{n}(p_i, r, \alpha)}
\]

**Standard deviation of MDEF**

\[
\sigma_{MDEF}(p_i, r, \alpha) = \frac{\sigma_{\hat{n}}(p_i, r, \alpha)}{\hat{n}(p_i, r, \alpha)}
\]
Outlying points would have an MDEF value closer to 1. The object is flagged as an outlier if the ratio between $MDEF$ and $\sigma_{MDEF}$ exceeds a constant proposed in the original publication to be 3. The score assigned to the points in our implementation corresponds to that ratio.

The algorithm uses two different neighborhoods the $r$-neighborhood and the $\alpha r$-neighborhood. The earlier is called the sampling neighborhood over which the $n(p, \alpha r)$ is averaged and the latter is called the counting neighborhood. This is done in order to decouple the neighborhood size so that the MDEF of outlying points would be greater than zero as desired.

Even though the idea of having no critical parameters seems appealing it comes at the expense of the time and space complexity. The time complexity of the algorithm is $O(n^3)$. This means that a 2D data set of 3000 items would take about 1 hour to run. The increase in the time complexity is due to the need to loop over each possible $r$ and calculate the corresponding MDEF and $\sigma_{MDEF}$. The time complexity is not the main problem as usually unsupervised anomaly detection techniques operate in an off-line mode. The major problem is with the space complexity which is $O(n^2)$ as we need to store the distances between each pair of points in the data set. A data set of size 6000 items would probably cause a memory exception which restricts the use of the algorithm.

3.2 Clustering Based

The process of bundling similar objects into clusters is referred to as clustering. Clustering based anomaly detection techniques operate on the output of clustering algorithms. They assume that anomalous points lie in sparse and small clusters, or that they are not assigned to any cluster, or that they lie far from their cluster centroid. The algorithms that were implemented use the output of any good clustering algorithm. The initial step followed by these algorithms is the division of the clusters into large and small clusters in a manner similar to what was proposed in [6].

The following sections have the following organization. First the method of division into small and large clusters is explained. Then the different approaches to the calculations of the anomaly score are described in the following sections.

3.2.1 Small and Large Clusters

Two different approaches were applied in order to make the division into small and large clusters. The first one is similar to what was applied in [6], while the second one is similar to what was applied in [1].

Method 1

In CBLOF [6] there are two parameters that distinguish small clusters from large clusters $\alpha$ and $\beta$. $\alpha$ is a real number between 0 and 1 and represents the ratio of the data set
that is expected to be normal. \( \beta \) is a real number that represents the minimum ratio of the size of the large cluster to the small clusters.

Let \( C = \{C_1, C_2, \ldots, C_l\} \) be the set of clusters sorted by their size in decreasing order. Let \( LC \) be the set of large clusters and \( SC \) be the set of small clusters. We want to find an integer \( b \) such that \( 1 \leq b \leq l \) and \( LC = \{C_1, \ldots, C_b\} \) and \( SC = C - LC \). According to [6] \( b \) should satisfy either of these conditions.

**Condition 1**

\[
\sum_{i=1}^{b} |C_i| \geq |D| \cdot \alpha
\]

**Condition 2**

\[
b \neq l \land \frac{|C_b|}{|C_{b+1}|} \geq \beta
\]

The intuition behind the first condition is that majority of the data set should be normal and thus considered as large clusters, while the second condition can be explained by that the fact that the if the smallest large cluster is \( \beta \) times larger than the largest small cluster, then there is a considerable difference in the size of the two sets.

**Method 2**

The second method proposed in [1] uses only 1 parameter \( \gamma \). \( \gamma \) specifies the percentage of the average number of elements in the clusters that would represent the minimum number of elements in the large cluster.

**Condition for small clusters**

\[
\text{cluster size} < \gamma \cdot \frac{\text{number of records}}{\text{number of clusters}}
\]

### 3.2.2 CBLOF: Cluster-Based Local Outlier Factor

\[
CBLOF(p) = \begin{cases} 
|C_i| \cdot \min(d(p, C_j)) \text{ where } p \in C_i, C_i \in SC \text{ and } C_j \in LC \\
|C_i| \cdot d(p, C_i) \text{ where } p \in C_i \text{ and } C_i \in LC 
\end{cases}
\]

The formula simply states that anomaly score is equal to the distance to the nearest large cluster multiplied by the size of the cluster the object belong to. Figure 3.5 illustrates this concept. Point P lies in the small cluster \( C_2 \) and thus the score would be equal to the distance to \( C_1 \) which is the nearest large cluster multiplied by 5 which is the size of \( C_2 \).

The authors of [6] claim that weighting by the size of the cluster makes this method local. However, it is our believe that this does not make the method local as the score is not normalized relative to the neighborhood.
Figure 3.5: An illustration of the distance to the nearest large cluster. In this example $C_1$ and $C_3$ were identified as large clusters, while $C_2$ was identified as a small cluster.

### 3.2.3 Unweighted-CBLOF: Unweighted Cluster-Based Local Outlier Factor

Upon the conduction of the initial experiments, it has been observed that equation 3.2 could lead to misleading results. Figure 3.6 shows an example of such a case. The blue cluster is the only small cluster in this synthetic data set. We have two points A and B, while it is obvious that A is more outlying than B, the score assignment shows otherwise. This can be explained by the fact that point B is multiplied by the size of the green cluster which is much larger than the size of the blue cluster. The example shows that outlying points belonging to large clusters are discriminated against. Hence I propose a modified algorithm as shown in equation 3.3.

\[
\text{unweighted - CBLOF}(p) = \begin{cases} 
\min(d(p,C_j)) & \text{where } p \in C_i, C_i \in SC \text{ and } C_j \in LC \\
\frac{d(p,C_i)}{C_i} & \text{where } p \in C_i \text{ and } C_i \in LC 
\end{cases}
\]  

(3.3)

This is similar to equation 3.2 except that the weighting factor which was the size of the cluster is removed.

Figure 3.7 shows the results of the proposed method 3.3. As expected point A has a higher outlier score than point B. What should be also noted is that even the points deep inside the blue cluster have a high outlier score as we consider the small clusters outlying.

### 3.2.4 LDCOF: Local Density Cluster-Based Outlier Factor

Local density based methods are popular as the anomaly score is normalized relative to the neighborhood. Moreover the anomaly score has a natural threshold that would
indicate whether the points are outlying or not as outlying points are expected to have an anomaly score which is greater than 1. In attempt to apply the local density based method to the output of clustering algorithms, the following was proposed.

**Average cluster distance**

\[
distance_{\text{avg}}(C) = \frac{\sum_{i\in C}d(i, C)}{|C|}
\]

**Local Density Clustering Outlier Factor (LDCOF)**

\[
LDCOF(p) = \begin{cases} 
\frac{\min\{d(p, C_i)\}}{distance_{\text{avg}}(C_j)} & \text{where } p \in C_i, C_i \in SC \text{ and } C_j \in LC \\
\frac{d(p, C_i)}{distance_{\text{avg}}(C_i)} & \text{where } p \in C_i \text{ and } C_i \in LC
\end{cases}
\]

LDCOF score is defined as the distance to the nearest large cluster as illustrated in figure 3.5 divided by the average cluster of the large cluster. The intuition behind this is that since small clusters are considered outlying, the elements inside the small clusters are assigned to the nearest large cluster which becomes its local neighborhood. Thus the anomaly score is computed relative to that neighborhood.

### 3.2.5 Recommended clustering algorithms

The algorithms discussed above work on the output of any good clustering algorithm, however some algorithms worked better than others. Algorithms that take as a parameter the number of clusters such as k-means and k-medoids worked better than algorithms
that determine the number of clusters such as X-means particularly when the number of clusters is overestimated. This is mainly because of two reasons; that the algorithms use the distance to the cluster centroid and that they operate on the assumption that small clusters are outlying clusters. Overestimating the number of clusters causes the division of the large clusters into smaller clusters each with its own centroid. This is particularly useful in case of Gaussian distribution for instance where the distribution of the points is not spherical and without that division points at the peripherals could be falsely identified as outliers. The second reason is that the small clusters are considered as outlying, this is ensured by overestimating the number of clusters.

3.3 Operators in RapidMiner

Figure 3.8 shows the nearest-neighbor based operators, while figure 3.9 shows the clustering based operators. The nearest-neighbor based operators takes as an input an example set and outputs the example set with the computed outlier attribute as well as the original example set. The clustering based algorithms have two inputs the cluster model and the clustered set. The cluster model contains the record to cluster mapping of the clustered set. It is important to feed the operator the clustered set with its corresponding cluster model for the correct computation. The operators output the cluster model, the clustered set with the computed outlier attribute as well as the original clustered set. All the input of the operators were passed through to enable them to be fed to other operators for more complex processes.

As shown in the parameter tabs in both figures 3.8 and 3.9 each algorithm has two parameter measure types and the measure. These parameters allow the user to control which distance function is used in order to compute distances between instances. We
used the already defined distance measures in RapidMiner.

The operators in figures 3.8 from (a) to (e) all use the k-neighborhood and thus they have some similar parameters. First, there is the parameter \( k \) which is the size of the neighborhood. The LOF operator in figure 3.8(b) has two parameters instead of parameter \( k \), \( \text{MinPtsLB} \) and \( \text{MinPtsUB} \) which correspond to lower and upper bound of the size of the neighborhood as explained in section 3.1.3. They also have the parameter parallelize evaluation process which allows the user to have control on whether the algorithm should run in parallel or not. In case the user chooses to run the evaluation process in parallel he will be allowed to specify the number of threads as shown in figure 3.10.

The nearest-neighbor based operators also have individual algorithm related parameters. KNN has the parameter \( k\text{-distance} \) that specifies whether the anomaly score should be set to the k-distance instead of the default average distance over the neighborhood set. LoOP 3.8(e) has the parameter normalization factor which corresponds to \( \lambda \) in the equations described in section 3.1.6. LOCI has the parameter alpha which determines the size of
Figure 3.9: The clustering based operators in RapidMiner. On the right side of each figure, the parameter tab is shown with the default parameter settings.

the counting neighborhood and $n_{\text{min}}$ which specifies the minimum number of neighbors in the sampling neighborhood used in order to smooth the statistical fluctuations that exist for small neighborhood sizes.

The CBLOF operator shown in figure 3.9(a) has the two parameters \textit{alpha} and \textit{beta} that controls the division into small and large clusters as described in section 3.2.1. It also has the parameter \textit{use cluster size as weighting factor} that determines whether the anomaly score is calculated similar to CBLOF or similar to unweighted-CBLOF.

The LDCOF operator shown in figure 3.9(b) has two different parameters. Parameter \textit{divide clusters like cblof} which controls whether the division into small and large clusters should be performed like method 1 or method 2 described in section 3.2.1. Parameter \textit{gamma} which correspond to the parameter described in method 2. If the first parameter is set to true, the user will be allowed to set the values of \textit{alpha} and \textit{beta} the parameters of method 1.
Figure 3.10: KNN operator with the process set to run in parallel. The user is allowed to specify the number of threads.
Chapter 4

Implementation

In this chapter we will take a look at the implementation of the algorithms discussed in the previous section, as well as the optimizations performed.

4.1 Architecture

The extension has mainly two modules, the operator and the evaluator module. The operator module contains the RapidMiner operator of each algorithm. Each operator defines the parameters of the algorithm, then at run time it retrieves those parameters and perform any necessary processing on the example set. The operator module is the one that deals with the RapidMiner logic. The second module is the evaluator module which contains the logic of the algorithms.

The architecture of the operator module is shown in figure 4.1. All operators are subclasses AbstractAnomalyDetectionOperator. The method doWork() is over loaded by the method doWork(exampleSet: ExampleSet , attributes: Attributes , points: double [][]). The earlier initializes the outlier attribute and does any necessary preprocessing, the latter is the one that does the actual work and it should be overridden by the subclasses. AbstractNearestNeighborAnomalyDetectionOperator is the super class of all nearest-neighbor based algorithms. Nearest-neighbor based operators should override doWork(exampleSet: ExampleSet, attributes: Attributes, points : double[][], weight: int[]) in order to handle duplicates as explained in section 4.2.1. AbstractClusteringBasedAnomalyDetectionOperator is the super class of the clustering based algorithms.

The architecture of the evaluator module is shown in figure 4.1. All evaluators implement the interface Evaluator which has the method evaluate() which is where the algorithms are executed. The algorithms that uses the k-neighborhood extends KNNEvaluator. KNNThread and KNNThreadSynchronized are the threads that parallelize the code as described in section 4.2.2. LDCOFEvaluator uses the method CBLOFEvaluator.assignLargeClusters in case the division into large and small clusters was implemented similar to CBLOF.
Figure 4.1: Class Diagram for Anomaly Detection extension
4.2 Optimizations

4.2.1 Handling Duplicates

In application domains such as in network intrusion detection there exists many duplicates in the data set. Figure 4.2 shows the pipeline that handles duplicates. The original data set is processed removing all the duplicates and assigning to each record in the new data set a corresponding weighting factor which is equal to the number of records with the same coordinates in the original data set. The algorithms operate on the new data set and finally the scores are mapped producing the result set.

![Figure 4.2: Illustration of the processing performed to handle duplicates](image)

This procedure has two advantages. First it can significantly reduce the number of records which would positively reflect on the performance. Second it facilitates the handling of duplicates for local density based methods as explained in section 3.1.1.

4.2.2 Parallelization

The main bottle neck for the nearest-neighbor based algorithms is the need to compute the distance between each pair of points in the data set. This is typically done in \( n^2 \) operations, however it can be done in \( (n-1)n/2 \) if we take into account that the distance functions are symmetric. This means that the distance of \( p_1 \) to \( p_2 \) is the same as the distance of \( p_2 \) to \( p_1 \).

In order to speed up the algorithms the code was parallelized for computing the \( k \) nearest neighbors. This can be done by one of the following methods. First we can compute the \( n^2 \) distances and avoid the need for any synchronization. The second option would be to
compute only $n^2/2$ distances, this would need some kind of synchronization because two threads could attempt to update the nearest neighbors of the same point at the same time. For synchronization, both, Java ReentrantLock and synchronized blocks were evaluated. Using synchronized blocks was faster than using ReentrantLock, thus ReentrantLock was dismissed from further consideration.

The comparison between the two proposed methods is not straight forward. This is due to the trade off is between the time it takes to compute the distance function and the waiting time of the threads. The waiting time is affected by the update of the nearest neighbors, which has a complexity of $O(k)$ in the worst case and $O(1)$ in the best case. The complexity of the update method is determined by the order of computation where if we initially found the right $k$ nearest neighbors then the further calls of the update method would be in constant time.

![Diagram showing speedup comparison](image)

**Figure 4.3**: The speed up of the two proposed methods using 4 cores. The first one is avoiding synchronization and the second is using synchronized blocks for synchronization.

Figure 4.3 shows the results of running the two approaches on 100000 randomly generated data instances with varying the dimensionality using 4 threads. Since the order of the data set affects the execution time we ran the algorithms three times on the shuffled data set and the average time was taken.

As observed in figure 4.3 for smaller dimensions avoiding synchronization is better while for larger dimensions computing less distances is better. This is because for higher dimensions the cost of computing the distances becomes more expensive than the waiting time of the threads. We defined a threshold for the dimensionality of the data set. This threshold was set to 32. Data sets having lower dimensionality will be parallelized...
without synchronization, while synchronization would be used for data set with higher dimensionality.
Chapter 5

Experiments

Experiments were performed on real world data sets to compare the performance of different algorithms. The second objective was to verify that the algorithms are correct by running the algorithm on data sets that were previously used in the literature.

The real world data sets used are all from the UCI machine learning repository[5]. Due to the limited availability of data sets suitable for unsupervised learning, the data sets used are all intended for classification tasks. Since these data sets usually have a comparable number of records in each class, preprocessing is required in order to make them compatible with the unsupervised anomaly detection assumption.

5.1 Evaluation of Anomaly Detection Algorithms

The standard way of comparing the performance of anomaly detection techniques is using the receiver operating characteristic (ROC) curve and the area under that curve (AUC ROC).

The ROC is a graphical plot of the true positive rate against the false positive rate(see definitions below). It clarifies the trade off between having a higher number of correctly classified records and incurring the cost of having more records falsely predicted. It is applicable when the data can be categorized into two classes a positive class and a negative class. In our case the earlier corresponds to the outlier class and the later to the normal class. The boundary between the classes is determined by a continuous discrimination factor that is varied in order to produce the curve. The discrimination factor is equivalent to the outlier score in the output of the implemented anomaly detection algorithms.

True Positive Rate  The ratio between the number of items that are correctly assigned to the positive class and the total number of items in the positive class.

False Positive Rate  The ratio between the number of items that are falsely assigned to the positive class and the total number of items in the negative class.

There are several characteristics of the ROC curve. An example ROC curve is shown in figure 5.1. The ideal algorithm would produce a line passing through the perfect
classification point. The perfect classification point indicates that there exists a value for the outlier score which distinctly separates the outlier class from the normal class. A completely random algorithm would produce the random guessing line. If the curve lies below that line, then the algorithm performs opposite to what is expected.

![Roc curve example](image)

Figure 5.1: Roc curve example

The Area under the ROC curve approximates the probability that an anomalous point would have higher outlier score than a normal point. This is used in the anomaly detection problem in order to be able to find the optimal parameter choice as well as compare the performance of different algorithms whilst varying similar parameters.

The ROC curve for the anomaly detection problem is obtained as follows. The points are sorted according to the outlier score in non-increasing order. Then as the outlier score is varied the corresponding rates are calculated.

### 5.2 Data Sets

#### 5.2.1 Breast Cancer Wisconsin (Diagnostic)

The data contains 569 records. Of which 357 are benign and 212 are malignant. Each record has 30 real-valued attributes. The preprocessing applied is similar to that performed in [9] where the first 10 malignant records are kept.
5.2.2 Pen-Based Recognition of Handwritten Text

The data set consists of digits written by 45 different writers. The feature vector of each digit has 16 attributes and there is a total of 7494 entries\(^1\).

Two different preprocessing steps were applied on this data set. The first method is similar to that performed in [9] where digit 4 was chosen to be the anomalous class and only the first 10 records were kept in the data set, resulting in a data set of size 6724. In the second method digit 8 was chosen to be the normal class and thus all the remaining classes were sampled keeping only the first 10 digits of each class. The resulting data set was of size 809.

5.3 Results and Discussion

5.3.1 Nearest-Neighbor Based

Figure 5.2 shows the AUC ROC of the algorithms on the different data sets. In figures 5.2(a) and 5.2(b) the local density based methods are superior to the KNN which is a global method. the performance of LOF and INFLO are very similar performing better at lower values of k, while for higher values of k LoOP performs best. In figure 5.2(a)

\(^1\)Only the training data set was used

![AUC ROC graphs](image-url)
LOCI was also plotted even though it does not vary with k. This was done in order to show the power of LOCI as given the inappropriate choice of k such as at k equal 40, LOCI performs best with it’s default parameter setting. In figure 5.2(c) KNN which gives a global score performs best, followed by COF.

The results shown in figure 5.2(c) for second preprocessing of the pen-based data set can be explained by that the normal class probably form a sparse cluster which makes the distinction between the outlying normal records and the actual outliers increasingly difficult. Thus the global method performs best. This is further supported by the fact that COF outperforms the other local density based algorithms. However in the remaining data sets there is probably more variation in the densities and thus local methods are superior.

5.3.2 Clustering Based

There are many factors that would affect the output of the clustering based algorithms. One of which is the division into large and small clusters. Thus in figure 5.3 we plotted the effect of varying $\alpha$ on the AUC ROC which in term affect the division into large and small clusters. The algorithms operated on the output of K-Means clustering algorithm with k set to 30. $\beta$ was set to infinity such that the division would only be affected by the choice of $\alpha$. 

Figure 5.3: AUC ROC for clustering based algorithms
Figures 5.3(a), 5.3(b) and 5.3(c) all show that both unweighted-CBLOF and LDCOF are superior to CBLOF. Figures 5.3(a) and 5.3(c) show that the division into large and small clusters are better than having no division which is at $\alpha = 100$. This might be explained by the size of those data sets which is much smaller than the data set of the pen digits having 4 as the anomalous class. It is believed that all the implemented algorithms produce better results when the number of clusters (k for the K-means algorithm) is over estimated and thus 30 for a data set of size 6724 is not the same as 30 for smaller data sets of size 569 and 809.

5.3.3 Nearest-Neighbor based vs. Clustering based

The comparison between nearest-neighbor and clustering based algorithms can be performed by examining the ROC curve of the algorithms which is shown in figure 5.4. The optimal parameter values were set for each algorithm in order to compare the best case performance of the algorithms. This was obtained from the results of the AUC ROC curves in the previous sections. Figure 5.4(a) shows the ROC curves for the breast cancer data set. All the nearest-neighbor based algorithms used k equal to 10 except LoOP where k was set to 20. The default parameter settings were used for LOCI. The parameters $\alpha$ and $\beta$ of the clustering based algorithms were set to 90 and 5 respectively. The results of the pen based data set using 4 as the anomalous are shown in figure 5.4(b). The parameter setting of the nearest-neighbor based algorithms was similar to the one used in breast cancer data set, where parameter k in all but LoOP was set to 10, whilst in LoOP it was set to 20. The parameters $\alpha$ and $\beta$ were set to 90 and 5 respectively for CBLOF and 100 and $\infty$ for unweighted-CBLOF and LDCOF. This is mainly because as observed for this data set the results were best for the latter algorithms when the clusters were not divided into small and large clusters as shown in figure 5.3(b). The last data set shown in figure 5.4(c) which is the pen based data set with 8 as the normal class used k equal to 40 for nearest-neighbor based algorithms and $\alpha$ and $\beta$ equal to 80 and 5 for clustering based algorithms.

The performance of the nearest-neighbor algorithms and the clustering algorithms are comparable. Namely for the unweighted-CBLOF and LDCOF which performed slightly worse than the best nearest-neighbor based algorithms on the first two data sets; the breast cancer data set and the pen based data set with digit 4 as the anomalous class. The same algorithms slightly outperformed the best nearest-neighbor based algorithms on the last data set the pen based data set with digit 8 as the normal class. CBLOF performed worst on all data sets.
(a) Breast cancer data set

(b) Pen based data set with digit 4 as anomalous class

(c) Pen based data set with digit 8 as the normal class.

Figure 5.4: ROC curves for the data sets and their corresponding AUC ROC values.
Chapter 6

Conclusion and Outlook

A RapidMiner extension *Anomaly Detection* was implemented that contains the most well-known unsupervised anomaly detection algorithms. This extension will enable analysts to easily use those algorithms and integrate the operators into more complex processes. Also, the extension will enable researchers to perform further comparisons on the algorithms which would be beneficial as there is a general scarcity of those comparisons in the literature.

Unweighted-CBLOF and LDCOF were introduced in this work. The initial results look promising as they both out performed CBLOF in the experiments. The observed behavior of both algorithms is very similar. However the scores of LDCOF are more readily interpretable. This is because like LOF the normal records would have an anomaly score of approximately 1 whilst records having a score greater than 1 would be possible outliers. Further experiments needs to be carried in order to verify the results.

The experiments implemented for the evaluation and comparison of the algorithms are not sufficient. This was mainly due to the lack of time as well the limited number of data sets suited for anomaly detection. The second objective of the thesis turned out to be an interesting research area, which requires further research.

6.1 Recommendations

The experience of working with the algorithms has enabled me to derive a few pointers that might be useful especially for beginners. For small data sets LOCI algorithm would be the best choice as it can be ran with its default setting without having to worry about the appropriate parameter values. Also for small data sets usually global methods perform better than local methods as the data set does not contain enough clusters with varying densities. The parameter $k$ should be given a larger value in case of LoOP than in case of LOF and INFLO. For large data sets clustering based algorithms would work best as they are more efficient only computing distances between points to the cluster centroids. Also the results of the experiments showed that the optimal parameter setting of $\alpha$ is usually around 90 which is the default setting, making the parameter choice easier than nearest-neighbor based methods. The choice between whether to use local or global
approaches are data set dependent, both should be tried to determine the best option. This can be determined by examining the top most outliers.

6.2 Outlook

Comparison of the algorithms on synthetic data sets is necessary. This is because real data sets usually have high dimensions which makes it harder to visualize the data set as to fully understand the characteristics of the data set in order to better explain the behavior of the algorithms. This is especially true for local density based methods as the motivation of each one is very specific.

There are a lot of factors that would affect the clustering based methods implemented in the Anomaly Detection extension. There is the clustering algorithm used, the parameter settings of this algorithm in addition to the method employed in order to divide the clusters into small and large clusters. Due to the limited amount of time we were not able to investigate the effects of these factors. It is possible that CBLOF would perform better with a clustering algorithm other than k-means. More effort should be put in the investigation of those factors to verify the initial results obtained.

LOCI algorithm has a nearly linear approximation which is called approximate local correlation integral (aLOCI). We tried to implement this algorithm however the choice of some of the parameters described in [11] were vague. aLOCI is especially appealing as it combines the advantages of LOCI avoiding its limitations. Adding the algorithm to the extension would be of great value.

Currently the extension works on static data sets. Nearest-neighbor based algorithms that uses the k-neighborhood could be modified to handle data in an on-line fashion. This can be achieved by saving the data structure used to store the nearest neighbors. An incoming record would only need to be inserted in this data structure and the corresponding anomaly score calculated which is linear in time.
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